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1 Motivation

1.1 Ordinary differential equations
Ordinary differential equations
dY (t) = f(Y(t))dt, (1.1.1)
where f: R¢ — R? is a given Borel measurable vector field, and a solution
Y:I R Yt Y(),

is defined on some interval I C (—o0,+00), are fundamental in pure and applied
mathematics in order to model systems evolving in a parameter ¢ € I. Usually, ¢ is
considered as time and Y (t) as position, state or value of the system. The intuition
behind (1.1.1) is that from a time point ¢ € I, a small (forward) time increment
Y (t+ h) — Y (t) behaves like f(Y (¢))(t+h —1t) = f(Y(¢))h.

In words: The change of Y at time t is approximately given by the vector field’s
value at the current state Y (t).

More generality is achieved by allowing f to depend on ¢, i.e. f: I x R* — R%,
and considering

dY (t) = f(, Y (t))dt. (1.1.2)

Let us, however, focus here on the time-independent case. The definition of solution
below renders the above intuition rigorous. Unless explicitly said differently, we
always assume I = [0,7], T € (0, 0).

Definition 1.1.1. Let f : R — R? be Borel measurable and locally bounded. An
absolutely continuous curve Y : I — R% is a solution to (1.1.1), if

t
Y(t) =Y(0) +/ f(Y(s))ds, Vtel.
0
In this case, t — Y (¢) is differentiable dt-a.e. in I with

Y'(t) = f(Y (1)) (1.1.3)

dt-a.s. If t — f(Y(t)) is continuous in I (for instance, if f is continuous), then
(1.1.3) holds for all ¢t € I.

Let us briefly recall a standard result on existence and uniqueness of solutions.

Theorem 1.1.2 (Picard-Lindelsf well-posedness and stability). (i) Let f : R? —
R? be Lipschitz continuous in x € R and let yo € RY. Then (1.1.1) has a
unique solution Y =Y (yo) on I such that Y (0) = yo.
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(ii) Let F denote the set of all vector fields f as in (i) and denote the unique
solution to (1.1.1) with initial value yo by Y (f,yo). Then the map

FxRY3 (f,90) = Y(f,90)

is continuous from (Fx R || +|-|) to C(I,RY) with the topology of locally
uniform convergence.

Remark 1.1.3. (i) Recall that the assumptions on f in (i) of the previous theorem
can be relaxed to local Lipschitz continuity plus sublinear growth, and even
further to one-sided such conditions.

(i) Looking at (ii) of the previous result, by fizing f it follows that solutions to
(1.1.2) with a fized vector field depend continuously on their initial datum.

1.2 From rough signals to rough paths

Based on this very nice theory, one naturally wants to study more general differential
equations

dY (1) = (Y (£)dX (1), (1.2.1)

where X : I — R™ is a continuous function (usually called signal, input, driver
or control) and f : RY — R4*™ where by the latter we denote the space of real
d X m-matrices. Y is then also called observation, output or filtered effect. The
usual case is retrieved via m = 1, X(t) = t, and the intuition is similar as before:
A solution Y to (1.2.1) should have small time increments

Yt+h)—Y(@) = fY()(X{E+h)—X(t)). (1.2.2)
Two immediate questions emerge:

Why and how to study equations of type (1.2.1)%

Here, to study means to give meaning to the equation and to obtain an analogue
theory as in the classical case, i.e. well-posedness and stability results. For this, a
look to Definition 1.1.1 suggests that in particular we have to give meaning to the
integral fot F(Y(s))dX(s). As far as stability is concerned, we now take the point
of view that f is prescribed and we are interested in continuity of the solution map
(also called Ité map)

S (X, y0) — Y(X,y0), (1.2.3)

where Y (X, yo) denotes the solution to (1.2.1) with signal X and initial condition
yo. At this point, it is not yet clear what ”solution” means and in which topologies
continuity of S should be measured.

Regarding "why?”, such equations are very relevant in pure and applied disci-
plines, e.g. finance, mathematical physics, and even algebra. Perhaps the strongest
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motivation for (1.2.1) is the case of X being an (arbitrary) path of a stochastic pro-
cess like Brownian motion, general semi-martingales or even non-semi-martingales
such as fractional Brownian motion.

For "how?”, we shall now see that several rather classical approaches exist, which
are, however, all insufficient to obtain a sufficiently general analogous theory of
well-posedness and stability as in the classical ODE case.

1.2.1 Rough signals and how to not treat them

o Using the classical framework. If X € C*(I,R™), then (1.2.2) and dX (t) = X'(t)dt
suggest to rewrite (1.2.1) as

dy (t) = f(t, Y (t))dt, (1.2.4)

with f(t,y) := f(y)X'(t) and to study the latter equation in the classical ODE
framework. This may appear natural, but doesn’t permit generalizations to non-
differentiable signals like Brownian motion: If X does not have a classical derivative
X', f is not well-defined.

e Young integration. If f,g € C(I,R) are a- and -Holder-continuous, respec-
tively, such that o+ 8 > 1, one can define

t
[ r0dgo)i= lm S fwlettn) - o), el (125)
0 |P|—0
(tstk+1)€EP

where P = {0 =ty < --- < tiy =t} is any partition of [0, ¢], |P| := maxr<n—1(|tk+1—
ty) its mesh, and limp o denotes the limit along any sequence (Pp)nen Wwith
|P,| — 0. This construction is sharp in the sense that there are counterexamples
for the case a + 8 < 1. This integral is called Young integral, due to L.C. Young
[6], also known as Riemann-Stieltjes integral. Based on this notion of integral, one
can give meaning to (1.2.1) as

Y”(t):Yi(o)+/0tfij(y(s))dxj(s), vtel, Vie{l,...,d}, (1.2.6)

where f = (f¥)i<qaj<m and X = (X1,..., X™) (using Einstein summation conven-
tion in j), and build a theory of well-posedness and stability.

However, since then Y'(t) — Y (s) = f(Y(s))(X(t) — X(s)) for |t — s| < 1, one ex-
pects Y to (only) inherit the regularity of X. So, since the regularity of ¢t — f(Y (¢))
is at most the regularity of Y (even when f € C'*°), Young’s approach is limited to
X € C*(I,R™) with a > 3. Again, rougher (= insufficiently regular) signals are
not allowed, in particular Brownian paths.

Both these approaches not only fail to extend the class of integrators X beyond
C %, but do not even lead to satisfying stability results when restricted to X € C*°
(in this case Young’s approach coincides with the classical one). Indeed, consider
the solution map S from (1.2.3) on {X € C°°(I,R?)}. Then we have the follow-
ing strong negative result from [5]. We denote by 7,; the topology of pointwise
convergence on C(I,R%).



1 Motivation

Proposition 1.2.1. In general, the solution map S : (C°(I,R?) x R2 |- | +|-|) —
(C(I,R?), 1) is discontinuous.

Proof. We present a smooth vector field f : R? — R? and a sequence of smooth
signals X™ and initial conditions converging to 0 in their respective topologies for
which the sequence of unique solutions Y (f, X™) to (1.2.1) does not converge point-
wise to 0 (that is, to the constant path with value (0,0) € R?).

Let f : R2 5 R2X2 he given by f(xl,xg)n = 1,f(1‘1,332)12 = 0,f($1,$2)21 =
21, f(x1,72)22 = 0, i.e. we consider for X = (X!, X?) € C°(I,R?) the ODE

{le(t) =dX(t) (1.2.7)

dY?(t) =Y(t)dX?3(t),

with initial condition (X1(0),0), where Y = (Y1, Y?2). Then
¢
Yit) = XYt), Y?(t) = / X (r)dX?(r).
0

Now let, for n € N,

X(n)(t> — (XM X(n),g) _ (cos(nZt) sin(n2t)>
) n ) n b

n—roo

with X (™ (0) = (%,0). Clearly X" “==; 0 uniformly (and in particular X (™) (0) —
0). However, a straightforward calculation shows that for n — oo

t
/ x ()1 (r)dX(”)’Q(r)
0

converges to a non-zero constant proportional to t. Hence S(X ™), X(™)(0)) does
not converge to the O-path (wrt. 7,;, and hence in particular also not in the uniform
topology). O

e Stochastic integration. The stochastic integral fst f(s)dXs can be defined for
semi-martingales X and reasonable random fields f, in It6- and Stratonovich sense.
In particular, X = B is admissible and It&’s celebrated theory of stochastic differ-
ential equations allows to study (1.2.1) via stochastic analysis. However, there are
flaws to this approach:

1. The construction of [ f(Y(s))dX, uses the whole random process X instead
of a single path X (w), i.e. stochastic integration does not give meaning to
the map w — [ f(Y(w, s)) dX,(w). Indeed, recall that Ito stochastic integrals
are constructed via an isometry between spaces of stochastic processes rather
than individual paths, crucially relying on the martingale property. A solution
Y to an SDE is then only defined for a.e. path, and the set of exceptional
paths depends on the initial condition yg and on f. Thus, there may not be
a single (say, Brownian) path for which Y (yo, f) is defined for every of the
uncountably many data (yo, f).
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2. For fixed (yo, f), even on the set of paths for which Y is defined, w — Y (w)
is not continuous (think of w € Q = C(I,R?) with the topology of uniform
convergence).

3. X needs to be a semi-martingale, i.e. fractional Brownian motion and many
other rough signal processes are not permitted.

1.2.2 The missing piece: from iterated integrals to rough paths

The counterexample from the proof of Proposition 1.2.1 may be seen as evidence
that (uniform) convergence of smooth R%-valued paths X does not imply the (point-
wise, let alone uniform) convergence of its iterated integrals

/O-X(r)®dX(r), where </0.X(r)®dX(T)>i- = /0. X(rydXI(r), i,5 < d (1.2.8)

A seemingly very naive, but in fact ingenious and correct idea will resolve this, not
only for this particular example, but in general: In order to measure continuity of
the solution map S, these iterated integrals should be taken into account! In fact,
uniform continuity of the solution map holds once S is considered as a map not on
{X € CY(I,R™)}, but with a suitable metric on

{(X,/X ®dX): X € Cl(I,Rm)} C CYHI,R™) @ CH(I x I,R™*™), (1.2.9)

The closure of this space consists of objects X = (X,X) € C(I,R™) @ C(I x
I,R™*™) where X is not necessarily the iterated integral of X (in fact, the latter
need not even exist, for X may not be sufficiently smooth), but instead is considered
an "abstract iterated integral”. For any X in this closure, S(X) (defined by uniform
continuity of S) may be defined as a solution to (1.2.1) with signal X (we will give
meaning to the integral [ f(Y(s)) dX,). X will be called rough path, and the latter
integral rough integral. The matter is by no means trivial:

(i) For a generic element X in this closure, what is X? Is it unique, is it explicitly
given via X7

(ii) How large is the resulting closure, which paths X (or, better said, X) does it
accommodate?

(iii) How to give meaning to [ Z; dX for an as large as possible class of integrands
Z?

We will answer these and related questions in this course. Before starting with
details, we stress already now that this way the solution map S factors as

S=S00,

where ¥ : X — X is measurable and will be called rough path lift [still to be defined,;
for the moment think of the map X — (X, [ X ® dX)], and the continuous (!) map

S : X Y(X) is the solution map for the rough differential equation (RDE)
aY, = f(Y (£))dX, (RDE)
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(to which we will give sense). In particular, we will show:

(i) Under suitable assumptions on f and X, this equation has a unique solution,
which coincides with the unique solution to (1.2.1) if X = (X,X) with X €
CY(I,R™). We shall see that this allows X with underlying path X in C,
a< i

(ii) If X = B(w) := (B(w), B(w)), where B is Brownian motion and the stochastic
process B is yet to be defined, the solution Y (B(w)) to (6.0.1) is a.s. equal to
the solution to the SDE dY (t) = f(Y (t))dB; (where the RHS is a usual It6
stochastic integral).

(iii) In particular, if B™ is a smooth pathwise approximation of B such that B
converges to B in the yet to be defined suitable sense, then the pathwise
solution Y™ to the random ODE

dy™ = f(Y")dB"

(where the RHS is a pathwisely defined Riemann—Stieltjes integral) converges
pathwise uniformly to the SDE solution from (ii).

(iv) Everything outlined above works for general Banach spaces V, W replacing
R? and R™.

1.3 Notation

Normed spaces and tensors. For a Banach space V, we denote its norm by |- |y,
shortly | - | when no confusion can occur. |- | is also used for the usual Euclidean
norm on R?. For the space of continuous linear maps 7 between Banach spaces
V,W (possibly infinite dimensional) we write L(V, W), which is a Banach space
itself with the usual norm ||T'|[L(v,w) = sup,, <1 [Tv[w. Also here we shortly
write ||T'|| when non-ambiguous.

If V and W have at most countable bases (e;); and (f;);, respectively, the tensor
space V ® W is the vector space with basis {e; ® f;,4,j}, and its elements v ® w
are called tensors. One can endow V ® W with a norm, denoted | - |y gw, shortly
| -], such that |v ® w| < |v|y|w|lw and |v @ w| = |w ® v|. We say | - |ygw is
compatible (w.r.t. |- |v,| - |w) and symmetric. Importantly, if V' =R™, W = R",
then V@ W =2 R™*" where the latter denotes the space of real m x n-matrices. If
V is a third Banach space, one has

L(V,L(V,W) 2 LV V,W).

Function spaces. The Banach space of Banach space-valued a-Hdolder continuous
maps X : [0,T] — V is denoted by C* = C*([0,T],V), o € (0,1). It is equipped
with seminorm || - || and norm || - ||¢e

|Xs,t|
[ X[la == sup = | Xllce = |Xol + [ X]as (1.3.1)
5,t€[0,T] |t — s
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with the convention % = 0. Here and throughout, for a path X : [0,T] — V, we
write X, ; := X; — X, (not necesarily s < t). Note that X € C* implies || X||o < 00
(the latter denotes the usual L°°-norm). In fact, ||-||ce is equivalent to ||-||co+]|*|]a-

Similarly, we write C; = C5 ([0, T], W) for the Banach space of two-parameter

processes X : [0,7]? — W with finite norm (!)

X
IXllp = sup xt

. (1.3.2)
5,t€[0,T7] |t —s|?

For a path X : [0,T] — V, we write § X for the two-parameter process 0X : (s,t) —
Xs+. Note X € C if and only if 0.X € C¥.



2 Spaces of rough paths

Here we let I = [0,7] for some T > 0. We define the basic spaces of a-Holder
continuous rough paths and some important subspaces. Throughout, let V' be a
Banach space with countable basis and with norm | - |y, or | - | when no confusion
can occur.

2.1 Holder continuous rough paths

Definition 2.1.1. Let « € (3, 3]. A (V-valued) a-Hélder continuous rough path X is
a pair X = (X, X) consisting of a path X € C*(I,V) and a two-parameter process
X € C3%(I,V ® V) such that Chen’s relation

Xs,t - Xs,u - Xu,t = Xs,u & Xu,t (C)

holds for all s,u,t € I (not necessarily s < u < t). The space of a-Holder continuous
rough paths is denoted C¥(I, V"), shortly C*.

Thus a rough path is an a-Hélder continuous path, augmented with an 2a-Hélder
"second-order” process such that the algebraic relation (C) holds. A few elementary
remarks and consequences of Chen’s relation:

Remark 2.1.2. (i) Call a two-parameter process X : I? — W with values in a
linear space W additive, if X5+ = X5, + Xyt for all s <u < t. Clearly, path
increments are additive, i.e. for any path X : I — W, X = X is additive.
With this viewpoint, (C) quantifies how (much) X fails to be additive.

(i1) Since Xy =0 forallt € I, also Xy, =0 forallt € I (takes=u=11in (C)).
(111) Xgp = —Xi s — X5t ® Xts (let s =1t in (C)), and hence also
Xst = X509 Xt +X50+Xor = —Xo,s +Xot — Xo,s @ Xot + Xo,s @ Xos,

which shows that the path t — (Xo ., Xo,) already determines X (and hence X,
up to Xo). Hence we may consider the two-parameter process X equivalently
as a one-parameter path. Which point of view is more convenient depends on
the context.

(iv) Let V. =R and X : I — R continuous. Then (X,X) with Xy, := $(X,)?
satisfies (C). Since also X € C* = X € C3 (!), it follows that every
X € C*(I,R) can be lifted to a rough path X € C*. The question whether
a rough path lift exists for every X € C*(I,R%), let alone X € C*(1,V), is
highly nontrivial. There is, however, a positive answer, thanks to the Lyons-
Victoir extension theorem. We will not rely on this result, but see [1]. In
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applications, for a given path X, a more or less canonical explicit choice of X
is usually available (as we shall see). Importantly, if X = B(w) is a Brownian

path, natural (but not the only!) candidates for X, are (ff B, ® dB,)(w),
i.e. the stochastic integral (in Ité- or Stratonovich sense) evaluated in w, see
Chapter 3.

(v) Assume X is sufficiently reqular (think of X € CP,3 > 1) in order to define
X as the second-order iterated integral of X

t
Xo ;:/ Xop ®dX,, Vstel

Here the integral is a usual Riemann—Stieltjes integral and

t t
(/ X, @ dX, ) :/ Xt dxi,
s ij s

where X = ef(X), where {ef} denotes the dual basis of the basis {e;} of V
consisting of unit length vectors. Then (C) holds. More generally, we make
the following observation.

Lemma 2.1.3. Let X : I — V be continuous and assume X, ; = f: Xsr ®@dX, s
defined (component wise) by any kind of integration” [7 such that for all s,u,t € I
and ¢ constant

t u t t t
/ :/ +/7 /Cer:CXs,tv fr—)/ fdX, linear in f.

Then (X,X) satisfies (C).
Proof. Straightforward by using the above properties for X. O

Regarding the previous lemma, think for instance of It6- or Stratonovich stochas-
tic integration.

We also collect the following result for later use. The proof is a straightforward
calculation.

Lemma 2.14. Let s =19 <7 --+- <7y =t. Then (C) implies

N-1
Xs,t = Z (XTi,Ti+1 + XS,‘l'i ® X‘rq‘,yTH—l)'

=0

One should think of X, ; as a substitute for fst Xs,r®dX,, which is in general not
defined (note that in Definition 2.1.1 we imposed a < %, i.e. the iterated integral
of X cannot be defined via Young integration). Hence we stress that in general

t
7 Xs,t = / Xs,r ® er ”7
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and not .
Xt ::/ Xsr @ Xy

A natural question is: Given X € C%, to which extent is the choice of X such
that (X,X) € C* unique? In other words, to which extent do (C) and the imposed
2a-regularity uniquely determine X from X7 The answer is as follows.

Lemma 2.1.5. Assume X € C%, and (X,X), (X,X) € C*. Then
Xs,t - Xs,t = Gs,h

where G € C3*(1,V ® V) satisfies Gst = Gy + Guy for all s,u,t € I (i.e. G is
additive) and, thus, in particular

Goi =Gy — G, (2.1.1)

where Gy := Go . Conversely, for any G € C?**(I,V ®@ V), we have (X, X) € e,
where X&t =Xt + G5t

In conclusion, for X = (X,X) € C%, the set of X such that (X,X) € C* is equal
to {X+6G : G € C?*(I,V @V)}. Put differently, X is uniquely determined up to
path increments of 2a-continuous V ® V -valued paths.

Proof. For the first part, G € C3* is clear from the regularity of X and X. That G
is additive follows since (X, X) and (X, X) satisfy (C). Then we get (2.1.1) via

Gs,t = Xs,t - Xs,t = _(XO,S - XO,S - (XO,t - XO,t)) = GO,t - GO,S;

where the second equality follows from Remark 2.1.2 (iii). Conversely, it is clear
that (X, X) satisfies (C), since any path f has additive increments fs; = fsu + fu
(apply this to f =G € C**(I,V @ V)). O

2.1.1 Canonical and smooth rough paths

Again, let a € (3,1]. Two obvious subsets of C* are the spaces of canonical and

smooth rough paths, £(C>) and €, respectively, defined as

£(C™) : {(X, X) €€ : X € C®,X,, = /t X, ®dXT} (2.1.2)
and

C™ = {(X,X) €eC*: Xe(C™Xe C§°}. (2.1.3)
Clearly

L(C®) C e® C e,
From Lemma 2.1.5 we see that the first inclusion is strict. Indeed, let V = R¢ and
consider for instance X = 0 with its canonical rough path lift (X,X) = (0,0) €
L£(C®). But for any G € C°°(I,R%*?) the choice X = G gives a rough path
(0,0G) € €, which is not equal to (0,0) if G is not constant, and hence not an

element of £(C*). The second inclusion is also very strict. Indeed, we already
know that for V =R!, any X € C* can be lifted via (X, 3(6X)?) € €.

10
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Why o € (%, %]‘7 Let us observe that the notion of a-Hoélder continuous rough path

is useful only for a < % Indeed, when o > % and X € C?, the iterated integral of
X is defined (Young!) and with this choice of X, (C) holds. If (X,X) € C* @ C2*
satisfies (C), then by Lemma 2.1.5 X = X+ §G for some 2a-Hélder continuous path
G:I—V ®V. Now we use the elementary but important fact that

any metric space-valued 8 — Holder continuous function is constant if g > 1.
(2.1.4)

Hence §G = 0, which shows that in this case X = [ X ® dX is the unique candidate
for a second-order rough path process for X. Consequently,

G“:{(X,/X@adX) :XGCO‘}, va>%,

i.e. for a > %, rough path theory cannot do better than Young’s theory.
We will address the bound o > % later.

2.1.2 Rough path metric and norm

Definition 2.1.1 suggests to think of €% as a subset of CY(I,V) ® C2%(I,V ®@ V),
shortly C* & C3%. The latter is a Banach space with semi-norm || X||4 + ||X||2o and
norm || X||ce + ||X||2a- Note that due to the constraint (C), C* C C* @ C3° is a
nonlinear subspace and, as such, not a normed space in the usual sense. Indeed, if
(X,X),(Y,Y) € C*@® C3“ satisfy (C), it does not follow that (X +Y, X+Y) satisfies
(C). In other words, while Z = X +Y € C® and hence there exists a rough path
lift (Z,Z) € C* & C3“ (see Remark 2.1.2 (iv)), one does not have Z = X + Y.

Still, one may of course consider the norm on C® @ C2* restricted to €* simply
as a map. However, this map does not respect the natural homogeneity (A > 0)

Sy 1 (X,X) = (AX, A?X),
in the sense that
IAX oo + [IN°X]2a # A(IX [|ox + [1X]]20)-

That Jy is indeed natural can be seen via the fact that Jy leaves (C) invariant.
Hence, it is more natural to consider the §y-homogeneous norm on C* @ C3*

IIX[lee = [[Xloe + v/ I1X]l2a

and respective semi-norm

XM = [[Xla + V/1IX]|2a

(which vanishes when X is constant and X = 0). Considering both as maps on C*
will turn out useful. While not a vector space, €% is a metric space with the metric
induced by the usual norm on C* & C3% (on the metric level, the (in)homogeneity
property is less relevant).

11
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Definition 2.1.6. The (inhomogeneous) a-Hdélder rough paths metric on C% is defined
as

pe(X,Y) := [[X =Yoo + [[X = Y|z,

where X = (X,X) and Y = (Y,Y) are elements in €%, and X — Y € C3% is defined
as (s,t) — X — Yy .

Since for most of the theory of rough paths only increments of X, i.e. X, are
needed, (in particular in (C)) one often implicitly identifies (X,X) and (X,X), if

§(X —X) =0,ie. X = X +v for some v € V. Thus there is no danger in
considering instead of the true metric pe« the pseudo metric

pa(X,Y) = [[X = Yo + |[X = V|20,

for which p((X,X), (X, X)) = 0 for X, X as above. With some abuse of notation, p,
is also called a-Holder rough paths metric, and usually p, instead of pco is meant
when not explicitly said otherwise.

We leave as an exercise the first two parts of the following assertion.

Proposition 2.1.7. (i) (C%, pe«) is a complete metric space.
(ii) Let V =TR. (C*(I,R), pea) is not separable.
(iii) ("Interpolation”) Let 1 < a < 3 < 3 and (X"),en C CP. If

sup [[[X"[5 < Co < oc,
n

Xm 222 X and X 2% X pointwise, then X = (X,X) € @€ and
n—oo

pea (X, X) 222 0.

Similarly, if 6X™ =% §X instead of X" “=>% X, then pq (X", X) 270
instead of pea (X", X) 2225 0.

Regarding (iii), note that 6X™ 2720, §X pointwise is strictly weaker than

Xxn 122 x pointwise. Indeed, clearly the latter implies the former. The converse

does not hold, consider for instance X™ =1 for all n and X = 0, then §X" = 0.

Proof of (ii). By definition of p, and pe« it is clear that the first part of the
assertion follows immediately from the second. Regarding the second part, first
assume both convergences hold uniformly in (s,t) € I?. Since the assumption
entails (here pointwise convergence is enough)

[ Xl = lim |X | < Coft — sI?, [Xael = lim [X5 4] < Colt — 5%,
we find X € CP @ C’;B . Clearly, pointwise convergence implies that X satisfies (C),

and thus X € €A,
Now, using the assumption of uniform convergence, we have uniformly in s,t € T

[ Xop— X0y <en, [ Xoe— X2y <260t — s

12



2 Spaces of rough paths

and similarly
|Xé t X | < €n, |Xs,t ‘ QCo‘t — S|2ﬁ

for a sequence &, 2720, Using geometric interpolation, i.e. the inequality aAb <
a'=%? for all a,b > 0and 0 < # < 1, with § = % and 0 = 3—%, respectively, we
obtain

|X5t X | CEn [3 ‘t |
and

o
X5t — X5yl < Csn 2t — s,

where C' > 0 is some constant not depending on n,s or t. Since s}l_ﬁ — 0, the
assertion follows.

Now drop the assumption of uniform convergence and assume only pointwise
convergence. All we have to prove is that, using the uniform Holder bounds of
(X™)pen, the latter implies the former. For given e > 0, choose a finite partition
D = D(g,B) of I, D = {7;}i<n, with |D| := max; |1;41 — 74| sufficiently small to
have Co|D|? < £. Let now s,¢ € I and denote by 5, T the (or one of the) respective
element(s) in D with the smallest distance to s and t, respectively. Then

|Xs,t - X;t' < |X§,{ - Xg,f' + ‘Xs,El + |Xt_,t| + |X;L,§‘ + |X%,lt| ‘Xs t— ng| +

By pointwise convergence and since D is finite, one can choose n sufficiently large so
that the first summand on the RHS is bounded above by 5. This shows 6.X — 6 X"
uniformly. The argument for X is similar (but one has to use (C)). O

2.2 Geometric rough paths

Chen’s relation (C) captures the basic algebraic relation between the components of
a rough path, motivated from the smooth case X, = ff Xs,r ®dX,. Of course, in
the latter case, we also have the usual integration by parts formula (let for simplicity
V =R%):

st_/XZ dX]+/X7 dx:
:X;')tth—/ Xidxi, /Xﬂ dx?

—XZ ng

where we used the usual integration by parts formula for the second equality. Hence,
in the smooth case, we find

1
Sym(Xs,) = §Xs,t ® Xt (2.2.1)

13



2 Spaces of rough paths

where we denote by Sym(M) = 2(M+M7) the symmetric part of a real dx d-matrix
M.

This suggests that in the case of a general rough path (X, X), postulating (2.2.1)
may be valuable (we shall see: it is!). There are two natural ways to impose this
geometricity condition:

Definition 2.2.1. The space of weakly geometric a-Hdolder rough paths
ex(I,V) C e*(1,V)
consists of those (X,X) € €*(I,V) for which (2.2.1) holds for all (s,t) € I2.

Definition 2.2.2. The space of geometric a-Holder rough paths
0, «
e (1,V) C €*(1,V)
is defined as the closure of £(C*) in €* with respect to the pseudo-metric pq.

Clearly, elements in €)* = €)*(I, V) satisfy (2.2.1), thus we have
ey> cer cen

In fact, both inclusions are strict (an example for the strictness of the second in-
clusion will be given by the Itd rough path lift of Brownian motion). One can even
show that, as long as V' is separable, C’g*a is separable as well (w.r.t. p,), while C¢
is not.

Remark 2.2.3. However, often the distinction between C7 and Gg"’ is irrelevant,
since
B 0,
€, C¢,

whenever 3 > a.

In conclusion, up to here we have encountered the following spaces of rough paths,
all of them subspaces of C*:

L(C®) C e

0, le}
cercey.

14



3 Rough paths and Brownian motion

Throughout, B = (B;)¢er is a pathwise continuous standard R%valued Brownian
motion, defined on some probability space (2, F,P), and we let again I = [0, 7] for
some T > 0. Often, for a Brownian path ¢t — B;(w), we shortly write ¢t — By or
simply B. The components of B = (B, ..., B?) are independent standard R-valued
Brownian motions.

3.1 Brownian motion and its iterated integral

Recall that for any a € (0, %), B may be chosen such that its paths are a.s. a-Hélder
continuous, but that a.e. Brownian path is not Holder continuous for o > % In

particular, the iterated integral fst B(w)! .dB(w) is not defined in the usual sense
of Young or Riemann-Stieltjes integration.
However, stochastic integration allows to define the stochastic process

(t,w) — (/Ot B:Lng‘) (w)

(as such, it is defined for a.e. w € ), and hence also

t
(s,t,w) (/ By, ®dBr>(w) € RIx4,

One may use either It6- or Stratonovich stochastic integration, where usually we
write "d” for It6- and "od” for Stratonovich-integration. We set

t
]BI . IZ — RdXd7 Bi,t ::/ BS,T‘ ®dB',-’

and .
BY: 1 - R BY, = / B, ® odB,

and stress that B! and B are (two-parameter) stochastic processes. Since B! and
B satisfy the assumptions of Lemma 2.1.3, we obtain

B!(w) := (B(w),B!(w)) and B®(w) := (B(w), B (w)) satisfy (C) a.e.

B! and B® are called Ité- and Stratonovich Brownian rough path lift.
The next natural question is whether (B,B’) and (B,B) belong to the rough
path spaces introduced before. Clearly, this is not the case for £(C*) and €.

15



3 Rough paths and Brownian motion

Geometricity. Before we further address the question of regularity, we make the
following observation regarding the geometricity of B! and B*:

Lemma 3.1.1. B® satisfies (2.2.1) a.s., while this is a.s. not true for BY.

Proof. Since It6’s product rule gives
¢ ; t . . . .
/ B;TdBZ = B;th —/ BZdB; _ <Bl7BJ>t—s

a.s., where (-, -). denotes the covariation bracket, and since due to the independence
of {B'}i<q one has (B*, B?),_, = §;;(t — s), we obtain a.s.

1 1
Sym(Bg,t) = §Bs,t ® By — §(t —s)1d

(here and below, Id denotes the d x d-identity matrix). Thus, a.s. the paths of Bf
do not satisfy (2.2.1).

Since f: B, odB} = f; B! .dBj + 1(B', B'),_,, it follows immediately from the
above that a.s.

1 1
Sym(Bit) = Sym(B;t) + 5(75 —s5)ld = §B87t ® Bt
This concludes the proof. O

This result is not surprising, since we know that Stratonovich stochastic integra-
tion preserves the usual rules of calculus.

Remark 3.1.2. Moreover, a straightforward calculation shows
Ant(IB%it) = Ant(IB%it),

where for a d x d-matrizc M, Ant(M) := %(M — MT) denotes its antisymmetric
part.

3.2 Brownian paths as Holder regular rough paths

Let a < % We are now going to show B!, B¥ € C¥(I,R?) a.s. Since we showed
above that in both cases (C) is satisfied and that B € C* a.s., it remains to show
B!, BS € C32(I,R¥*).

3.2.1 Rough Kolmogorov continuity criterion

More generally, given random (X, X) = (X (w), X(w)) on a probability space (2, F, P)
such that X : I — V and X : I? — V®V satisfy (C) a.s., it is an important question
whether (X,X) € C* ® C3“ a.s. (then (X,X) € €% a.s.). A sufficient criterion is
given by the following result.

Recall that for stochastic processes X,Y on the same probability space, Y is
called a modification of X, if P(X; =Y;) =1 for all t € I. Analogously, one defines
a modification of a two-parameter stochastic process.

16



3 Rough paths and Brownian motion

Proposition 3.2.1 (Rough Kolmogorov continuity criterion). Let ¢ > 2, 8 > ( 1)
and let (X,X) be as above. Assume for all s,t € T

[ Xstlpa@) < Clt s, X <Ot — s (3.2.1)

g @)

for a constant C < oo. Then, for all o € [0,8 — 7) there exists a modzﬁcatzon

of (X,X) (again denoted (X,X)) and random variables K, € L9(Q),K, € L3 (Q)
such that for all s,t € I and w € 2

| Xst ()] < Ka(@)[t = s|%  [Xse(w)] < Ka(w)]t - s**. (3.2.2)

Hence, if (X,X) satisfies (C) a.s. and (3.2.1) for some ¢ > 2 and § such that
B8 — % > %, then for any % <a<pf-— %, there is a modification of (X, X) belonging
to C% a.s.

Note that when one drops all assumptions and assertions on X, one recovers the
statement and the proof (see below) of the usual Kolmogorov continuity criterion
for stochastic processes.

Proof. Without loss of generality, let I = [0,1]. Set D, := {k27™,k € No,k <
2™ — 1}, so that #D,, = 2", and define the random variables

Ky = sup [ Xy h0-n|, Ky :i= sup X p0-n]

teD,, teD,
Then by (3.2.1)
E[KI <E[ Y |X{,,,.[] <2"Coa~fm = cagn(i=Fa) (3.2.3)
teD,,
and
E[KE <E[ Y [XE,,, .[] <2"Cta-fm = cian(-6o), (3.2.4)
teD,

Fix s <tin D :=J, ey, Dn (hence t —s < 1) and let m such that 27ml <t -5 ¢
2™ Choose a finite partltlon (1i)1<i<n of [s,1),

s=Tp< 1 < <TN=1

such that for any ¢ < N — 1 there is n > m + 1 such that 7,41 — 7, = 27", and for
each n there are at most two such 7. Then, using these choices for 7;, we ﬁnd

[ Xopl < max [Xyr ] < Z | Xririn <2 Z Ky (3.2.5)

,
0<i<N—1
ST n>m+1
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3 Rough paths and Brownian motion

and similarly

2
=
L

-1

|X‘7 XTivTH»I +X377'i ®XT7177'1'+1 < (|XT1177'i+1| + |XS,7'1:HX7'1:77'1'+1|)

g

«
Il

=}
Il
o

2
L

< Xriria | + 0r<naX | Xs,risa | Z [ Xr) 7

Il
<

i
2
<2 Z K, + (2 Z Kn) , (3.2.6)
n>m+1 n>m+1
where we used (2.1.4) for the first equality and (3.2.5) for the final inequality. Thus,

we obtain from (3.2.5) and the choice of m in relation to ¢t — s

[ Xt <2 ) K200 <2 MUK, 2 <2) K20 =i Ko, (3.2.7)

[t — s> =
n>m+1 n>m+1 n>=1

Now K, € L1(Q), since by (3.2.3)

Kalpe <2 29" Kol o) <207y 220,

n=1 n>1

where the RHS is finite, since oo < 3 — %. Simillarly, using (3.2.6)

|Xs’t|

2
L L1 W ) Kn22a(m+1) (2 Kn2oz(m+l)) <K, K2
|t — 5|2 Z + Z TR

n>m+1 n>m+1

where K, :== 23 -, K,22". Now K, € L3(Q) by (3.2.4), and we already know
K2 € L*(Q) from above.

Thus, there is a P-zero set N C F such that for every w € N¢, X (w) and X(w) are
a- and 2a-Hoélder continuous, respectively, for every a < 5 — % on U,y Dn. For
we N,set X :=0and X := 0. Forw € N¢, define X and X as the unique continuous
extension of (X¢)iep and (X ¢)sep (this is possible because in particular X and
X are uniformly continuous on D).

It is left as a simple exercise to show X € C® and X € C2* pathwise.

Then it remains to show that the process (X, X) is a modification of (X, X). We
show this for X, the argument for X is similar. Let t € I. If t € D, then X; = X,
on N¢ and ]P’(NC) = 1. Now let ¢ € D°. Then there is a sequence (tn)neN C D such
that ¢, — t, so X; = lim, X}n = lim,, X; a.s. In particular, X, converges to X,
in measure (wrt. P). On the other hand, by (3.2.1) and Chebyshev’s inequality, we
obtain, for all n > 0,

P(|Xt, = X = n) <0 E[|1Xe, - Xe|7] <700t — 117

Hence X, also converges to X; in measure (wrt. P), and so X; = X; a.s. This
shows that (X, X) is the desired modification, and the proof is complete. O
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3 Rough paths and Brownian motion

We turn to the application of the previous result to Brownian motion.

Proposition 3.2.2. For a.c. w, (B(w),B!(w)) and (B(w),B%(w)) satisfy (3.2.1) for
B =1 and every q € [2,00).
Hence, for every a € (%7 %), B’ and B® belong to C* a.s.

Proof. We leave the details of the first part of the assertion as an exercise. Let now
a € (%, %) Choosing ¢ > 2 such that o < § — %, the previous proposition yields
the existence of a-Holder continuous modifications of the processes (B,B!) and
(B, BY) satisfying (3.2.2). Since B, B! and B are continuous, these modifications
are (B,B!) and (B,B°) themselves, possibly up to a zero set of paths. Since we
already know that (B,B!) and (B,B”) both satisfy Chen’s relation pathwise, the

assertion follows. O

Remark 3.2.3. One can further show that the maps Q > w — |||B!(w)|||e= and
w = [||B¥(w)|||ee decay exponentially fast, i.e. the probability P(|||B’[||ca > c)
decays exponentially in ¢, and similarly for BS.

3.2.2 Approximation of Brownian rough paths

Due to B® € Cg a.s. and Remark 2.2.3, it follows that B° ¢ (32’5 a.s. for all 5 < %,

hence there is a sequence B” = (B",B") such that B” € £(C*) and B” === B
w.r.t. pg. There is no general answer to the question how to construct such B”.
However, from probability, we know several suitable pathwise approximations of
Brownian motion, and it is a natural question whether their corresponding lifts to
L(C*) work as a choice for B™.
The answer to this question is ”in some cases yes, but not in general”. In fact, we
have the following positive result.

Proposition 3.2.4. Let B™ be the n-th step piecewise linear approzimation of B, i.e.
B} = By whent =4¢T27" for integers i, and linearly interpolated inbetween. Then,
defining B™ := (B™,B"™), where

t
By, ::/ By, ®dBy,

where the integral is pathwise in Riemann—Stieltjes sense, we have
pa(B",B%) 22250
for all a < %

However, we mention without further details that there exist perfectly smooth and
reasonable approxmations of Brownian motion whose £(C°)-lift does not converge
to BY or B®, but to some

B=(B,B), B, =B, +(t—sA4A

for an antisymmetric matrix A. In particular, B is not the Ité6 rough path lift of
Brownian motion.
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4 Rough integrals

In this chapter we aim to define the integral f YdX, where X is a rough path in
e, a € (%, %}, and Y is a suitable integrand. In particular, we study the space
of such suitable integrands. We further establish regularity of the map (Y, X) —
JYdX, which is one of the initial motivations for rough integrals (compare with
the introduction).

Throughout, we again let I = [0,T],T > 0.

4.1 Integration of one-forms: intuition

For the sake of intuition, we assume temporarily V = R?, i.e. X and X take values
in R? and R?*?  respectively. Let F : R — R™*9¢ be sufficiently regular, say
F € C}(R*,R™*4), and X € C* for some a € (0, 5]. We write P = {7;}o<i<n for a
finite partition of the interval under consideration, for instance s =79 < ... 7y =t
when we consider integrals over (s,t).

In order to define |, : F(X,)dX,, a natural ansatz are limits of Riemann—Stieltjes
sums, i.e.

t

A F(X,)dX, = lgl)l‘ri)lo > F(Xr) X (4.1.1)
) (Ti,Ti41)EP

However, we know from Young’s integration theory that the RHS converges in

general only when X € C* with a > % The idea behind the previous formula is

to Taylor-develop r — F'(X,) up to first order on each small interval (7;, 7;11) from

:P, i.e. for r € (Ti,’Ti+1)

F(XT) = F<XTL) + DF(XTZ')XTZ',T + R2(X7'i7XT)’

with |Ro(X+,, X,)| < |X,.»|?. Then one expects

N-1
> (F(X) X +DF(X)

i=0 Ti

Ti+1 Ti41

t
/ F(X,)dX, = X, X+ /

(4.1.2)

where the second and third integral are defined in Riemann—Stieltjes sense (re-

call that for the moment we assume X € C* « > 1). Note that DF(X;,) €

L(R4, R™*d) = [(R¥*4 R™) so indeed DF(X,,) acts on f:“ X, »dX, € RIxd,
Since from Young integration it follows

Ti+1
‘/ Xr,r @dX,| S [migr — 7™ (4.1.3)

20
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4 Rough integrals

and

Tit1
‘/ RQ(XTer)er § |Ti+1 - Ti|3a> (414)

we see that, letting P, = {s +i(t — $)27™,0 < ¢ < 2"} (then |P,| = (t — 5)27",
#P, = 2™ + 1, equivalently P, consists of 2" many essentially disjoint intervals
[Ti, Ti+1] of length (t — $)27™)

Ti+1
lim > DF(X,,) X,, dX,

<limsup |[DF|o2™((t—5)27")?* =0 (4.1.5)
T €Pn i "

and similarly

Ti41
lim_ Z / Ro(X,,, X, )dX,

T €P, T

<limsup2™((t—s)27")** =0  (4.1.6)
n

Thus (4.1.2) is just (4.1.1).
Now, returning to our assumption X € C°% o < %, we see that (4.1.6) still
holds if and only if o > 1, while (4.1.5) fails. This shows that in order to use the

3
same ansatz to define f; F(X,)dX, as in the regular case above, we should assume
o € (3, 3] and may hope at best to obtain
t Ti41
/s F(Xr)er = |31)1‘ri>10 ze: <F(X7'i)XTi;Ti+1 + DF(XTL) . XTi)T @ dXT)
= |31>i\r£0 Z <F(X7'i)XTi;Ti+1 + DF(XU)XTZ',HH) (4.1.7)

Ti

Note that in this case, f::“ X, » ®@dX, is not defined in Riemann-Stieltjes sense.

With this viewpoint, it becomes plausible why it may be a good idea to postulate
the value of fst X r®dX, via an abstract process X, ; together with some algebraic
relations between X and X in order to facilitate cancellations in the RHS of (4.1.7)
so that the sum converges.

In fact, we shall see below that the limit (4.1.7) does exist and gives rise to our
desired notion of rough integral.

For later use, we collect the following result.

Lemma 4.1.1. Let F : RY — R™*? pe CZ, (X,X) € C* for some o € (3, 3], and set
Y, = F(Xt)v Y;S/ = DF(Xt)v R;/t = Ys,t - Ys/Xs,t~

Then'Y € C*(I,R™*4) Y" € C*(I, L(R?, R™*%)), RY € C3%(I,R™*%), more pre-
cisely

1
1Y lla < IDFllol[XTlas [V lla < [1D*Fllcl[Xlar - 1R [l2a < 5[ID*Flloo XI5
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4 Rough integrals

Proof. Y € C* and the respective bound follows immediately by the assumption
on F', mean value theorem and X € C'®. Similarly one obtains the claims regarding
Y’. Regarding RY, by Taylor expansion we have, for some ¢ € (0,1),

1
Rgft =F(X;) - F(X,) — DF (X)X = §D2F(XS + EXo ) (Ko ® Xg ).

Since §X ® §X € C3“ (since | X5t ® Xs¢| < |Xs4)?), both claims regarding RY
follow, which concludes the proof. O

4.2 Sewing lemma

We shall now formulate and proof the sewing lemma, which provides the techni-
cal keys to make the previous intuition, leading to the expected formula (4.1.7),
rigorous.

Intuition. Formulas (4.1.1) and (4.1.7) have a common structure: There is a two-
parameter map ¢ : 12 — R™ for which

Z 57'1'77'i+1

T, E€P

(hopefully, for the second case) converges for every sequence of partitions P of (s, t)
such that |P| — 0, with limit independent of P, and, moreover, in the first case, & ;
is a good local approximation of the LHS in (4.1.1). Indeed, &+ = F(X,) X, and
&sp = F(X5) X5 + DF (X)X, 1, respectivley, and by “good local approximation”
regarding (4.1.1), we mean

t
’/ F(X:)dX, — & St — s>, (4.2.1)

i.e. & ¢ locally approximates (s,t) — fst F(X,)dX, better than linear (in this case
we had assumed o > 1), see (4.1.3)

Note that in both cases the "germ” £ is a non-additive two-parameter map, i.e.
Est 7 Esu + Eu,t, whereas in the first case the map (s, t) — f: F(X,)dX, is clearly
additive, ie. ['F(X,)dX, = [} F(X,)dX, — [; F(X,)dX,. One calls the step
of "patching together” the non-additive germ £ to the additive limit integral map
sewing.

Statement. We shall now see that the structure mentioned above can be realized in
a much more general framework, which in particular answers affirmatively the ques-
tions regarding (4.1.7). From now on, again let V, W be Banach spaces. Derivatives
between these spaces are understood in the sense of Frechet differentiability.
Denote by C$ (I, W) the set of functions ¢ : 12 — W such that &+ = 0 for all
t € I, and such that
€llap = l€]le + 116€] 5 < o0,
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4 Rough integrals

where

sup |5€s,u,t|
s<u<t [t — s|?

(55 : 13 — VV, 5£s,u,t = gs,t - gs,u - gu,ta HJEHB =

(this is no abuse of notation compared to the previously introduced norm |[¢]|s,
since the former is applied to three-parameter process, while the latter is applied
to two-parameter processes). Note that £ = §G for some G : I — W if and only if
0¢ = 0. The following result is crucial for the construction of rough integrals.

Lemma 4.2.1 (Sewing Lemma). Let 0 < o < 1 < 8. Then there exists a unique
continuous, linear map J: CS°P (I, W) — C*(I,W) such that (J¢)o = 0 and

‘(Jﬁ)s,t — &t <CJt— s/’ (4.2.2)

where C' > 0 only depends on 8 and ||6€]|g (in fact, C = Cyl|d]|g for some Cy =
Co(B)>0).

Remark 4.2.2. (i) Note that I is a one-parameter map, hence (J§)s; means
(It — (3€)s. T is called (abstract) integral map.

(i) As will be seen from the proof, one constructs a unique two-parameter process
(s,t) — (J€)st, and shows its additivity, so that one may define (I€); =
(J€)o,t- This construction does not specify (J€)o, so we choose (I€)y = 0.
Without specifying the value at t = 0, J is not unique.

Proof of Sewing Lemma. Regarding uniqueness, assume I, I are two (or_le-parameter)
processes whose increments satisfy (4.2.2) (replacing (J€)s ) and Iy = Iy = 0. Then

|(I - I)s,t

and since 8 > 1, we have I = I (see (2.1.4)). In fact, (4.2.2) shows that the only
candidate for (J§)s is the Riemann-type limit

SJ ‘t - S|ﬂ7

JE)se = 1 PR 4.2.
(J€)s,¢ A > & (4.2.3)
(Ti,Tit1)EP

with limit taken over any sequence of partitions P of [s, t] such that |P| — 0. Indeed,
at least for a sequence of dyadic partitions we see from (4.2.2)

17129, 0. (4.2.4)

Z ((36)7’1‘77'114-1 757’7‘,77'i+1)

(7i,7it1)EP

’(J@s,t >

(Ti,7it1)EDP

This shows linearity of £ — J€.
Regarding existence, fix s,t € I,s < t, and let

Pri={s+(t—9)i27",i=0,1,...,2"},
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4 Rough integrals

|Pn] = (t — $)27™ and #P, = 2" + 1. Equivalently, we consider P, as the
collection of the 2"-many essentially disjoint intervals [s+ (t —$)i2™™, s+ (t —s)(i +
1)27"),i=0,1,...,2" — 1. Define I?, = &, and iteratively

Isn,—t‘_l = Z gu,v = I;t - Z 5§u,m,va

[u,v]€P 41 [u,v]€Py

where for any [u,v] € P, we denote by m the unique point in P, 11 such that
[u,m], [m,v] € Ppt1. Then we get

n+l _ < n —niy _ o|)B
[ — I < 2 27"t = s)” |6€]]s- (4.2.5)
# summands length of each [u,v]

Since f > 1, the series ) |I§‘j1 — I,| converges, i.e. (I;)nen is Cauchy. We
denote its limit I, ; and obtain

o = Eol <Y NETT = 11| < ClI6¢E|Islt — s (4.2.6)
n=0

for a universal constant depending only on 3, hence we get (4.2.2). The existence
part is concluded by letting (J€)s, := I, for all s,t € I. Moreover, since

|Io.t] < |€st] + C5€]| 5]t — 5|7,

we obtain J¢ € C$(I, W) (since § > o and & € CF). This inequality also yields the
bound

19€lla < € (llelle + ll3l1577~),

which shows boundedness of J : £ — J¢ from C’;"B (I, W) to C*(I,W).

It remains to prove additivity of the two-parameter process (s,t) — (J€)st = I,
in order to define (J§); := (J€)o,, which then concludes the proof. For notational
simplicity suppose here T' = 1, i.e. I = [0,1]. From the above construction it is
straightforward to see that then additivity

Is,t = Is,u + Iu,t

holds for all [s,#] = 27%[l,1 + 1] for k € Nand [ € {0,1,...,2* — 1} with midpoint

u = STH Indeed, on the level of the approximations we have I;jl =I¢,+1; and

u,t?
then it suffices to take limit in n on both sides. Likewise, for [s,t] = 27%[I, m] with

I,me {0,1,...,2%F — 1} with m > I, we obtain

Ig—kl’Q—km == Z I2*kj,2*k(j+1)- (427)

Now additivity follows by approximating any [s,t] C [0,1] by dyadic intervals
(1, m].

Finally, it should be noted that so far we established the convergence (4.2.3) only
along dyadic partitions. With some more work, this can in fact be extended to any
partition sequence with |P| — 0, but we omit the details here (for another proof
which directly allows to obtain this convergence along all sequences of partitions,
see [1]). O
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4 Rough integrals

Application to rough integration of one-forms. Next, we use the sewing lemma to
construct the rough integral f F(X;)dX via the following result.
Proposition 4.2.3. Let X = (X,X) € C*(1,V), a € (3, 3] and F € C}(V,L(V,W)).

Then the rough integral f F(X,)dX, exists for all s,t € I, is defined by the RHS
of (4.1.7), and satisfies the local estimate

3

‘ / )X, —F (X)X —DF (X)X, 4

(4.2.8)

where C(a)) > 0. Moreover, the map t — fot F(X,)dX, is a-Hélder continuous and

H/FX dX
0

where C' depends only on o and 1.

1
< Oz (Xl v 111 ). (1.2.9)

The natural attempt to use the germ &, ; = (X)X, for the application of the
sewing lemma fails, since then 6; ., = [F(Xs) — F(Xy)] Xy, and [|6€||g < oo if
and only if 8 < 2a < 1, whereas the sewing lemma requires 5 > 1. Instead, we see
in the proof below that the germ from the RHS of (4.1.7) does the job.

Proof of Proposition 4.2.3. We use the notation from Lemma 4.1.1, i.e. ¥; = F(X;)
and so on. Let
fs,t = Y;Xs,t + Y;/Xs,tv

which clearly belongs to C'*. Then we see
0t =YXt + VX —YVoXs 0 — VXG0 — VuXuy — YV Xy
= =Y uXut + Y (X — Xy o) — Y'uXy
= Yo uXue + Y (Xup + Xou ® Xup) = ViXuy
=—RY, Xu:— Y] Xus,

4.2.10
4.2.11

( )
( )
(4.2.12)
( )

4.2.13

where we crucially used Chen’s relation for the third equality. Since X, RY € C2¢
and X,Y’ € C* (see Lemma 4.1.1), it follows ||0¢]|3o < oo. Consequently, the
sewing lemma yields that the rough integral

t
F(X,)dX, = i <F X )Xo r 4 DF(X: )%y 1 ) tel,
| ) i, 32 (PO X + DF )

exists along any sequence of partitions P of [s,t] with |P| — 0. More precisely, we

denote f F(X,)dX, := (3&): — (J€)s, where I denotes the abstract integration map
from the sewmg lemma. The estimate (4.2.8) follows from the sewing lemma and
(see Lemma 4.1.1)

1
116€][lsa < SI1D*Fllocl|X[[a + [1D° Flloo [|X[la X |20 (4.2.14)
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4 Rough integrals

The a-Holder regularity of ¢ — J&; = fot F(X,)dX, follows from the sewing lemma.
Regarding the estimate (4.2.9) we refer to [1]. O

4.3 Integration of controlled rough paths

We would like to integrate a larger class of integrands than just one-forms F(X).
To this end, the key observation is that for the proof of Proposition 4.2.3 not the
one-form shape was crucial, but only that for the integrand Y there exists Y’ with
the properties of Lemma 4.1.1. This motivates the following definition of controlled
rough paths (wrt. X), which were first introduced and studied in [3].

The space of controlled rough paths. Here we assume Y takes values in some
Banach space W. For rough integration, we usually let W = L(V, W), where V is
the state space of X.

Definition 4.3.1. Let a € (0,3], X € C*(I,V). Y € C*(I,W) is a controlled rough
path (wrt. X) or controlled (by X), if there is Y’ € C*(I, L(V,W)) such that the
remainder

R}e/,t =Y, —Y!Xsy, stel,

belongs to C3%(I,W). The space of all such pairs (Y,Y”) is denoted by D3 =
DZ(I,W) and is called space of controlled rough paths (wrt. X ). Sometimes, we
shortly write Y € D3¢ instead of (Y,Y”) € D%.

To avoid confusion it should be stressed that the elements of D3¢ are not rough
paths themselves.

Remark 4.3.2. (i) Note that at this stage, X need not be considered as a rough
path, but is merely a a-Holder continuous path.

(ii) In general, Y’ is not uniquely determined from X and Y. We call any Y’ as
in the previous definition the (Gubinelli) derivative of Y (wrt. X). See also
(iv) below.

(i4i) Intuitively, one may think of elements in D3 as paths Y which "look like X ”
on small scales in the sense that

Yo~ YSIXs,t,
precisely
Yoo =YX+ RY,. (4.3.1)
(iv) Since Y is only in C®, but RY € C32%, a proper cancellation is expected to
take place in Yyt —Y'sXst via Y. On the other hand, note that if Y € C??,
then one may even take Y' = 0, and if also X € C?%, then any continuous

Y’ may be taken as Gubinelli derivative of Y. This fits the intuition (compare
later) that “the rougher X (andY ), the more uniquely determined Y'”,
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4 Rough integrals

It should be noted that D3¢ (for fixed X) is a vector space (!). We endow it with
the seminorm
1YY |Ix 20 = |[Y']]a + ||RYH2a

and norm
Y, Y || p2e := [Yol + [Yo| + [V Y[ x 20-

The answer to the natural question whether this norm also controls the a-Hélder
norm of Y is positive:

Lemma 4.3.3. For (Y,Y') € D3¢, we have
1V la < CIY, V[l
where C > 0 only depends on I and ||X||q-

Recall that I = [0, T].

Proof. An elementary computation using (4.3.1) gives

1Y ]la < 1Y [lsclIXle + T RY [l2a < [Y5l[|X[a + T (1Yol |Xla + 1R ||2a)
< (@AVvT) A+ X)) (Y] + 1Y, Y |x,20) < ClY, Y| p20,
with C =1 VT 1+ X|]a) O

It is then straightforward to check that (D%, ]| - ||p2e) is a Banach space. Note
that this is in contrast to the space of rough paths €%, which, as we saw, is not even
a vector space. However, the space D3¢ depends, of course, on X.

Rough integration of controlled rough paths. We now see that for o € (3, 1],

X = (X,X) € C*(1,V) and (Y,Y') € D3(I,L(V,W)) we can define the rough
integral fst Y,.dX,. The one-form case YV; = F(X;), Y/ = DF(X;) treated in the
previous section suggests to try the definition

t
Y.dX, = li (YT.XT. N D o > 4.3.2
g dm > Xrro + Y X0 (4.32)
) (T4, Ti+1)EP
In other words, we are tempted to apply the sewing lemma to the germ
gs,t = }/sXs,t + YYS/XS’t. (433)

Here we have Y/ € L(V,L(V,W)) = L(V®V,W), so that /X, ; € W. Indeed, this
is the correct idea as the following result shows.

Theorem 4.3.4. Let X and (Y,Y’) be as at the beginning of this paragraph. There
exists the rough integral (4.3.2) for all s,t € I with the local estimate

t
[ VX, YK=Yl < CUX IR o+ Kl 2%, (434
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4 Rough integrals

where C' > 0 only depends on . The map t — fot Y,.dX, belongs to C*.
Even more, fo Y,dX, € D3*(I,W), a Gubinelli derivative is given by Y, and the
map

(Y,Y') (/0 YTdXT,Y)

from D3I, L(V,W)) to D3(I,W) is a linear continuous map between Banach
spaces.

We note that it is clear from (4.3.2) that the rough integral fo Y, dX,. depends
on Y’, even though this is not visible in the notation. From this viewpoint, more
accurately one should write fO(Y7 Y"dX,.

Similarly, the rough integral depends on X, as the following example shows.

Example 4.3.5. Let f € C**(I,V @ V), X,X € €*(I,V) with X = (X,X) and
X = (X,X) such that o
X :X7 Xs,t :Xs,t+fs,t~

Let (Y,Y") belong to D3¢(I, L(V,W)) (= D¥*(I, L(V,W)), since X = X). Then it

follows from (4.3.2)
t - t t
/ Y, dX, = / Y,dX, + / Y/df,.

where the last integral is a Riemann—Stieltjes integral.

Hence the rough integral depends on X (but the space of controlled rough paths
wrt. X does not depend on X).

Proof of Theorem 4.3.4. The existence of the rough integral (4.3.2) follows from
the sewing lemma with the germ (4.3.3) exactly as in the construction of the rough
integral for one-forms, compare Proposition 4.2.3. Indeed, that proof can simply
be repeated, since we had used only regularity properties of Y, Y’ and RY from
Lemma 4.1.1, which now hold (with different bounds, not expressed in terms of
some F, of course) since (Y,Y’) € D3¢. For the bound in (4.3.4), recall that the
sewing lemma (3 = 3«) gives the upper bound Cy||6¢|||t — s|?, where Cy > 0 only
depends on «. In the present case, since

6£s,u,t = _R:uXu,t - Y;;I,uxu,ta
clearly
16€l130 < [1X|al[RY [l20 + [IX[[2al[Y|las

whereby (4.3.4) follows. That ¢t — fot Y,dX, is a-Holder continuous follows as part
of the sewing lemma.

The local estimate (4.3.4) in particular implies f: Y, dX, - Y, X, = V!X, +
C|t — s[>, where C' denotes the factor on the RHS of (4.3.4). Since X € C2*, this
implies

t
/ Y, dX, € D3 (I, W)
0
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4 Rough integrals

with Gubinelli derivative Y, hence we establish the map

(Y,Y') (/0 YTdXT,Y)

between D3¢ (I, L(V,W)) and D3¢(I, W) as claimed. The linearity of this map fol-
lows from the linearity of the map ¥V — fg Y,.dX,., which is immediate from its
construction. As a linear map between Banach spaces, its continuity is equiva-

lent to its boundedness, which follows from the estimate (we abbreviate (Z,2') =
(fo Y,.dX,,Y))

12, Z'l | pae < Yol + Y [la + 1Y ool IX[[20 + CT* (X [[al|R [l2a + [IX[[2al[Y"[a)
(< CIYY || p2a)

where here C > 0 is a constant changing from line to line, independent from Z, Z’,
and in the last line depending on X, X, T" and « (recall that (X, X) is regarded as
fixed). The second equality is obvious from the definition of the norm |[[-[|pza, hence
it remains to prove the first inequality. This is left as a straightforward exercise
(use the definition of the appearing norms together with (4.3.4)). O

A natural question is: When X and Y are sufficiently smooth (say, C') and X is
defined as the iterated integral of X (i.e. (X,X) € £(C1)), does the rough integral
[ Y.dX, then coincide with the usual Riemann-Stieltjes integral of ¥ against X
(and, in particular, is the rough integral in this case independent of Y'?)? The
answer is positive:

Remark 4.3.6. In the notation of the proof of the sewing lemma, if for two germs &
and £ we have £ — € € 025 for some B > 1, then the corresponding abstract integrals
obtained by the sewing lemma coincide, i.e.

J¢ = 9¢€.

Indeed, letting t € I and considering a sequence of dyadic partitions (Pp)nen of
[0,t], so that |P,| =127 and #P, = 2" + 1, it follows

|(j€)t - (jg)t| < hrl;n Z |£‘r,;,7'i+1 - E‘I’i,‘l',;+1| g Chrl;n Qn(liﬁ) = Oa

(7i,7i+1)€EPR

where C > 0 depends only on t and || — £||s.

In particular, this shows that in the case where Y and X are C', the usual
Riemann-Stieltjes integral deX (with germ &4 = Y, X, ) coincides with the
rough integral [YdX, where X = (X, [ X ® dX) (with germ &, = YsXo1 +
(DY), f: Xs,r ® dX,; note that the latter summand is in Cg for some B > 1).
In this case, it follows that the rough integral is independent from Y.
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4.4 Stability of the rough integral

Again, let o € (%, %] The final goal of this chapter is to study the regularity of the

map (Y, X) — [Y,.dX,. Recall that for the usual Riemann—Stieltjes integral, this
map (say, on C* x C1) is not continuous wrt. the uniform topology.

Let X = (X, X) and X = (X, X) be rough paths in C*(I, V), (Y,Y") € D3(I, L(V,W)),
(YV,Y') € D¥(I,L(V,W)), set

(2.2~ ( [ viax..v),

and similarly for (Z,Z'). As before, write
Ry, =Y = Y{Xo,

and similarly for RY._ -
Since (Y,Y”) and (Y,Y”) live in different Banach spaces, the notion of ”distance”
between them is not meaningful in the usual sense. Nonetheless, the quantity

IV, Y5 Y, ¥ x5 20 = [[Y = V'lla + |IBY = B |laa (44.1)

will be useful. This is not a proper metric even for X = X (take (Y,Y’) and
(Y4+cX+¢Y +c¢)) for any ¢,c € R.

We state the following stability result for the rough integrals Z, Z without proof
(see Thm.4.17 in [1]).

Proposition 4.4.1. Let M € (0,00) such that
Y5l + 1Y, Y lIx20 S M, (1 X|la + [[X[2a < M,

with identical bounds for (Y,Y') and (X,X). Then

HZ7 Z,;Z7Z/‘|X,X,2a g C(pa(x7x)+|Y0,7YO,|+TQHY7Y/;Y7Y/‘|X7X,2a)a (442)
and also
12~ Zla < ©(pa (X, X)+¥o— Fol + ¥ T+ T, V¥, V'l 20 ) (443)

where C' > 0 only depends on « and M.

Remark 4.4.2. In particular, in the case X = X (i.e. (Y,Y") and (Y,Y") live in the
same Banach space) we have

12 = Zlla < (1% = T+ 1Y = V'l + 1B~ B[],

where C = C(T,a, M). It is very important to note that the constant C' depends
on both integrands and integrators under consideration and is hence not uniform

among X € C% and (Y,Y') € D3.
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4.5 True roughness
Let o € (5, 3], X € €*(1, V), (Y,Y’) € D3*(I,W). Here we answer the question:

To which extent (or under which assumptions) is the Gubinelli derivative Y’
uniquely determined by X and Y?

First, observe that Y is in general not uniquely determined: If Y, X € C?“, then
any continuous Y’ renders RY 2a-Holder continuous. If Y € C?* and X € C®,
then Y’ = 0 works.

We shall see now that a sufficient criterion for uniqueness of Y’ is that ”X varies
non-smoothly in all directions at all times”. For the sake of intuition, let us first
consider the case V =W =R

Let t € I and assume there is a sequence t,, \,t such that

|Xt,tn‘ n—00

it — 12 00.

Then, for large n, X;¢, # 0, and by definition of RY, we find

yoo Yoro B [ta -t
E Xpr, = tal? Xy,

sbn

titn

. Y,
Therefore, lim,,

- exists and equals Y}/, since both factors of the second summand

on the above RHS converge as n — oo, with limit 0 for the second one (recall
RY € C2%). This suggests the following multidimensional definition.

Definition 4.5.1. Let X € C*(I,V) and t € I. X is called rough at time t, if

* « . v (X 7
Yo e V*\{0} : hrqr-l\s;lp ||7_(_tt|2(2| = 0. (4.5.1)

X is called truly rough, if it is rough at time ¢ for all ¢ € D from a dense set D C I.

From what we observed above, it follows that if V' = R! and X is truly rough,
then Y’ is uniquely determined from Y and X (first, Y} is uniquely determined on
a dense set ¢ € D, and hence for all ¢ by continuity). That this is also true in the
case of general V' is contained in the next result.

Proposition 4.5.2. If X is rough at time t € I, then for any (Y,Y') € D3&(I, W)

we have

lim sup <oo = Y/=0. (4.5.2)

e Tt
Consequently, if X is truly rough and (Y,Y"),(Y,Y') € D3, then Y' =Y.
The following corollary follows from the previous proposition by considering
(fo YdX,Y) € D3I, W).
Corollary 4.5.3. If X is rough at time t € I and (Y,Y') € D2*(I, L(V,W)), then

[ Y,dX,
lim sup ﬁi

msup JL—ay <00 = ¥ =0. (4.5.3)
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Proof of Proposition 4.5.2. The second assertion follows by applying the first part
to (0,Y’ —Y’) € D3 and by continuity of Y’ and Y’. Regarding the first part, by
assumption we have

Y;ngt,'r K,T Rz,/‘r

F =t T r—tPe r— e

where the RHS is bounded as 7 \, t. For every w* € W*, one has an element
v* € V* defined via v* := w* o Y}/, and from above we see that

“(X (V)X
lim sup M = lim sup M
~t T —t]* ~ 7 — t]2e

is finite. On the other hand, unless v* = 0, roughness of X at t yields that the LHS
above is equal to +00. Thus, v* =0, i.e.

w*(Y/v) =0, YveV,w,
which clearly implies Y, = 0. O

As a consequence, we obtain a rough analogue to the classical Doob—Meyer de-

composition. To this end, first recall from classical stochastic analysis, say for
V =R%

Theorem 4.5.4 (Doob—Meyer for continuous semimartingales). Let N be a continu-
ous semimartingale, i.e. there exists a continuous local martingale M and a contin-
uous adapted process A with paths of locally finite variation such that N = M + A.

If (M, A) is another such pair, then M = M and A= A a.s.

It is left as a short exercise that this implies the following: If B is a d-dimensional
Brownian motion and Y, Z,Y, Z are continuous stochastic processes such that a.s.

/ YdB + / Zdt = / YdB + / Zdt, on [0,T]. (4.5.4)
0 0 0

0

Then (Y3)iepo,r) = (th)te[O,T] and (Zt)ieo,r) = (Zt)tejo,r) a-s. Now we prove a
similar result in the rough case.

Proposition 4.5.5 (Doob-Meyer for rough paths). Let X be truly rough, (Y,Y"), (37, }7’) €
D2(I,L(V,W)) and Z,Z € C(I,W). Then

t t t t

/ YsdX, +/ Zsds = / YsdX; +/ Zsds, Vtel (4.5.5)
0 0 0 0

implies (Y,Y'") = (Y,Y") and Z = Z on I.

Proof. Let t € I such that X is rough at time ¢. Then

TY, - YidX, " Zs— Zsd
lim sup ft = lim sup M

i < 0, 45.6
~t TP ~ =P (4.56)
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since 7 — [ Zs — Zds € C*(I,W) by continuity of t — Z; — Z; (recall a < 3).
Hence Y; = Y; by the previous corollary. Since the set of such ¢ is dense in [0, 7]
and Y,Y are continuous, we get Y = Y. But then the Gubinelli derivative of Y —Y
equals 0 (and is unique) by Proposition 4.5.2. So, (Y,Y’) = (37, }7’), and hence

/ Y.dX, = / Y.dX,.
0 0

But then (4.5.6) implies

t t
/ Zyds = / Zyds, Vte[0,T], (4.5.7)
0 0
thus Z, — Z, = 0 for all t € [0, T). O

Brownian motion is truly rough. We conclude this section with the following true
roughness result for d-dimensional Brownian motion. For the proof, which is ob-
tained by using the law of iterated logarithm, we refer to [1, Sect.6.3].

Proposition 4.5.6. Let V = R? and B be a standard d-dimensional Brownian mo-

tion. Then for a.e. w, B(w) is truly rough with regard to any o € [i, %)
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5 Comparison with stochastic analysis

Having defined integrals of controlled rough paths against deterministic rough paths,
with our primary example of the latter being Brownian paths, next we want to com-
pare these rough integrals with the probabilistic construction of stochastic integrals.
Moreover, we discuss a deterministic "rough It6 formula” and compare it with the
usual It6 formula.

5.1 Rough and stochastic integrals

Here we let V =R, B = (B!,..., B) be a d-dim. standard Brownian motion with
a-Hoélder continuous paths for every o € (0, %), and I = [0,7] as before. We work
on a stochastic basis (Q,J, (F)¢ejo,77, P) and denote by Ny, Ny, ... suitable P-null
sets. Recall that "stochastic basis” means the filtration is right-continuous and all
subsets of P-null sets belong to ¥ and F.

We consider the Itd6 Brownian rough path lift B!, i.e. B!(w) = (B(w),B!(w)) €
C*(I,R?) for all w € Nf. Let a € (3,3] and Y and Y’ be stochastic processes
with values in R™*¢ and L(R4*?¢ R™), respectively. Assume that (Y (w),Y"(w)) €
‘D2B(?w)(l ,R™*4d) for all w € NS. From the previous chapter we know that the rough

integral of Y (w) against B(w) is defined for all w € N§, where N3 = N3 U Nj as
t
[ v = Y (V@B @)+ VAWEL ).
S (Ti,’l’i_'.l)e?

On the other hand, if in addition Y is adapted, the stochastic It6 integral fo Y, dB,
is defined as a stochastic process

(t,w) — (/Otyrng)(w).

The natural question arises whether these two notions of integrals coincide almost
surely. The answer is positive:

Proposition 5.1.1. Let BY, (Y,Y") be as above and assume in addition that (Y,Y")
is (F¢)-adapted. Then

/Ot Y, (w)dBL(w) = </Ot YTdBT)(w), vt € [0,T]

for all w € Nf, where the RHS denotes the stochastic Ito integral.
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5 Comparison with stochastic analysis

Proof. Since both sides of the claimed equality are continuous in ¢ for P-a.e. w, it

is sufficient to prove
t ¢
/ Y, (w)dB! (w) = ( / K,dBT)(w)
0 0

a.s. for any fixed t € [0,7T]. Thus, we may without loss of generaliy take I = [0, 1]
and t = 1. Recall that for any continuous adapted process Y the stochastic It6
integral [ YdB has the representation

n—oo
(Ti,7Ti+1)€EPR

1
/OYTdBT: lim Y Y.Br.., (5.1.1)

along any partition sequence (P, )nen of [0,1] such that |P,| — 0 as n — oo, where
the limit is taken in probability (wrt. the measure P). Thus we may pass to a
subsequence, again denoted (P, ), along which the convergence holds almost surely,
say on IV§. Set Ng := N3 U N5. For simplicity, let us assume there is a deterministic
constant M > 0 such that

sup Y (w)]eo < M.

wEN§

The general case then follows by localization. We have

n—oo
(75,Ti+1)EPn

/O 1Yr(w)dBf«(w)—( /0 1YTdB,«)(w): lim Y Y (B! () (5.12)

for all w € N§. In particular the limit on the RHS exists a.s. Let P = {0 = 79 <
.-+ < 7y = 1} be any partition of [0,1] and define a discrete-time martingale S via

Sp := 0 and its increments Sy4+1 — S = YT’kIBﬂk,THl, for k € {0,...,N — 1}. Since
the definition of B! entails that |IB§£IC’T,€+1 |2, is proportional to |41 — 7|2, we find,

using the L2-orthogonality of martingale increments,

2 N-1 2

N1
> ViBLn| = DSk =S0| =3 ISk - Sl
(7i,Ti41)EP L2 k=0 2 k=0
N-1 N-1
<MY BL L [ SOM? D |me — il < CMPIP.
k=0 k=0

Thus

1l n—0o0
2 : YT’LBTiaTi+1 —0
(Ti;Ti+1)eT'rL

in L? for any sequence (P,,) with |P,| — 0. Consequently the limit on the RHS of
(5.1.2) is 0 for all w € N¢ C N§, and this concludes the proof. O

A similar result is true for the Stratonovich rough path lift B of Brownian
motion and the Stratonovich stochastic integral against Brownian motion. Recall
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5 Comparison with stochastic analysis

that the latter integral is defined for integrands Y as above (for which in addition
the quadratic covariation (Y, B) exists) as

t t
1
/YrodBT:/YdB + 5 (Y. B)e.
0

Then we have:

Proposition 5.1.2. Let (Y,Y') be as in the previous proposition and assume in ad-
dition that the quadratic covariation (Y, B) exists on I. Then a.s.

/Y )dB? (w /YodB> ), Vtelo,T).

We leave the proof to the reader, or see [1, Cor.5.2].

5.2 Rough It6 formula

Classical Ito formula. For the moment, let V' = R%. Recall that for X € C(I,R%)
and G € CZ(R?) the usual It6 formula asserts
¢
G(Xy) —G(X,) = / (DG(X, / DG d(X,X),, Vs tel,
(5.2.1)

where we write (X,Y) for the d x d-valued quadratic covariation of two R%-valued
paths X and Y, with entries ((X,Y));; = (X%, Y7), and for two R?*?-valued paths

G, H the integral fst F,. : dH, is defined as

t
/FT:dH Z/F;’jdef, (5.2.2)

i,j<d
and each of the summands on the RHS is assumed to be defined in Riemann—Stieltjes
sense. The first integral on the RHS of (5.2.1) is defined as

[ w6x).ax,) - “ Y X QO (5.23)

P|—0
11 d (1i,Tiy1)EP

Recall that for X € C*(I,R?%) one has (X, X) = 0 and hence retrieves the usual
first-order chain rule

G(Xt) - G(Xs) = /t(DG(Xr)ver)'

36



5 Comparison with stochastic analysis

Integration of gradient one-forms. A closer look at the second integral on the RHS
of (5.2.1) shows

1 t

— [ D*G(X,):d(X,X), == lim Z Z oG (X, )Xk !

TisTit1 ™ TiyTit1
k,l<d (1:,Ti41)EP

o1 2
= |ﬂl>l\r£0§ Z D G(XTz‘)XTi,Ti+1 ®X7'i77-i+1
(Ti,Tit1)EP

1

_ 2 : 2 1

= |91>1\I£() D G(Xqu)(ZXTi,Tz+1 ® XTiﬂ"H»l)
(Ti,7i41)EP

(Since D?°G(X,) € L(R>4 R) and X, r,,, ® X, r,,, € R¥? the summands are
R-valued). With this in mind, plus the fact that D?G(x) is a symmetric d x d-
matrix for every z € R? we observe: If X € Gg(I,Rd) and F' = DG for some
G € C}(R4R) (ie. F e CZ(RYR?)), then (denoting by (+,-) the Euclidean inner

product on R%)

1

. 2

G(X;) - G(X,) = @fo( § :)ET ((DG(X”),Xmml) +D G(Xn)(iXTMM ®Xnm+1))
T’i;7'1'+1

= i ( DG (X7, )XT‘ T D2 X0 )X5 )
|?l‘r£0( Z)E? ( G( 7-) i z+1) + G( 7,) s Ti41
Ti Ti+1

- |'Jl’i\r£0 Z ((F(XTi)’XTz‘,TiH) + DF(XTi)XTi,Ti+1>
(T4,Ti41)EP

t t
:/ F(XT)dXT:/ DG(X,)dX

where P denotes any partition of [s,t], for s,¢t € I. Here the first equality is due to
the usual It formula (see above), and the second one follows from

Xy = Sym(Xy ) + Ant(X,, ,),

Sym(X,,,) = %Xuﬂ, ® Xy (due to the geometricity of X) and the fact that the
inner product of a symmetric (D*G(X,)) and an antisymmetric (Ant(X,, -, ,))
d x d- matrlx vanishes. The fourth equality is due to the definition of the rough
integral f F(X,)dX,. Thus we have shown the following result, at least in the
case V = Rd W R. The general Banach space-valued case follows exactly as
above (note that the d-dimensional It formula is a simple consequence of Taylor’s
formula up to second order, which of course also holds in Banach spaces, where
again derivatives are understood int he sense of Frechet).

Lemma 5.2.1 (Integration of gradient one forms: first order rough calculus). Let

X = (X,X) € Cy(I,V) for some o € (3,3] and G € C3(V,W). Then

G(X,) — /DG )dX,, Vstel.
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5 Comparison with stochastic analysis

If one now drops the geometricity assumption for X and repeats the previous
computations, one obviously arrives at the following formula:

G(X;) - G(X,) = /t DG(X,)dX, + /t DQG(XT)dEXT ® X, — Sym(X,.) |,

where the final integral is defined in Riemann-Stieltjes (or Young) sense, since r —
%XT ® X, — Sym(X,.) is 2a-Holder continuous and thus the sum of the regularities
of integrand and integrator is o + 2ax > 1.

This observation and the fact that the previous computations do not involve the
antisymmetric part Ant(X) motivates the following definition.

Definition 5.2.2. Let a € (3,3], X € C*(I,V) and S € C3*(I,Sym(V ® V)).
X = (X,S) is a (a-continuous) reduced rough path if the reduced Chen relation

Sst —Ssu— Sy =Sym(Xs . ® Xyy), Vs,u,tel (5.2.4)

holds. The space of a-continuous reduced rough paths is denoted by C*(I,V),
shortly C.

Remark 5.2.3. (i) If X = (X,X) € €%, then (X,Sym(X)) € CF. Indeed, in this
case (5.2.4) is obtained by considering the symmetric part of both sides of the
full Chen relation (C).

(i) A key feature of reduced rough paths is the following: For any path X € C?,
the choice S;; = %Xs,t ® Xs yields a reduced rough path (X,S) € C¥. In
other words, there is a trivial reduced rough path lift for any X € C%. This is
in stark contrast to the full” case, where a general trivial lift X — X € C¢
does not exist.

(#ii) This trivial reduced rough path lift is natural with regard to geometricity. In-
deed, defining the reducing operator

A:e* =Y, A:(X,X)— (X,Sym(X)),

we see that for (X,X) € CJ one has
1
AX,X) = (X, §X®X).

In analogy to Lemma 2.1.5, we have the following lemma

Lemma 5.2.4. Let X € C*(I,V). Then (X,S) € C¥(I,V) if and only if S €
C3%(I,Sym(V x V)) with

- 1
Sst = 5Kt ® Xo + Vst (5.2.5)

for some v € C**(I,Sym(V @ V)).
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5 Comparison with stochastic analysis

Proof. We only have to check that (X,S) € C*(I,V)®C3*(I, Sym(V ®V)) satisfies
the reduced Chen relation if and only if S is as in (5.2.5). But this is obvious, since
(X, %X ® X)) satisfies the reduced Chen relation, hence a perturbation of S preserves
that relation if and only if it is additive. O

Definition 5.2.5. For X = (X,S) € C%, we define the bracket (of (X))
[X] . I — Sym(V [029] V), t— [X]t = XO,t X XO,t — 2SO,t,

and (as usual)
(X]s,t = (0[X])s,t
(ie. X5t = X5t ® X5t — 2S¢ (1). In particular §[X] € C3%(I, Sym(V @ V)).
Remark 5.2.6. (i) Comparing with Lemma 5.2.4, we have [X]; = —2vp; and
[X}s,t = *275,&

The above contents now culminate in the following rough Ité formula.

Proposition 5.2.7. [Rough It6 formula] Let a € (3,3], G € C}(V,W) and X =
(X,S) € C(I,V). Then for all s,t € I

t 1t
G(Xy) — G(X,) = / DG(X,)dX, + 5/ D?*G(X,)d[X],, (5.2.6)
where, denoting by P any partition of [s, t],

t

N B 2

/S DG(X,)dX, := Iﬁl’llrg()( Z)ET (DG(X‘M)XH,UH +D G(Xn)Sn,nﬂ)
TiyTi+1

(this integral is well-defined by the Sewing Lemma and the reduced Chen relation).

Remark 5.2.8. (i) In particular, for (X,X) € C%, the previous result applies to
X = (X,Sym(X)) (i.e. one first throws away the irrelevant Ant(X) and then

applies the rough Ité formula). In this case, the notation fst DG(X,)dX, is
not ambigous, since the “full” rough integral coincides with the one in (5.2.6)
(since DQG(XT,i)Ant(XmTHl) =0).

(i) In the geometric case Ss; = %Xs,t ® Xs,t, the bracket vanishes [X] = 0 and
we retrieve Lemma 5.2.1.

Proof of Proposition 5.2.7. All aspects of the proof have been considered above. By
It6 formula one has, denoting by P any partition of [s, t],

1
G(Xt) - G(XS) = lim Z <DG(XT1',)XT7:,T¢+1 + §D2G(XT7:)(X7'177‘7‘,+1 & X‘Fq‘,,‘l'i+1)>7

|P|—0
(Ti,7it1)EDP

and, using the definition of [X], the RHS equals

. Lo 2
|Jl>1|r£0( Z)ET (DG(XTi)XTi,Ti+1 + iD G(X7)[X]r 740 +D G(Xn)gn,n+1)
TiTi+1
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5 Comparison with stochastic analysis

1
; 2 : 2
|h‘mO g <DG(XT7,,)XT“TH1+D Cv'()(n)Sﬂ.,,nH)Jr2 IhImO( E D*G(X7,) [ X]r 71

(Ti,7it1)EP Ti,Tit1)EP

Now the first limit equals, by definition, f: DG(X,)dX, (as said in the assertion, its
well-definedness follows from the sewing lemma and the reduced Chen relation (!)),
and the second limit is the Riemann-Stieltjes integral 3 f: D?*G(X,)d[X],, which
completes the proof. O
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6 Rough differential equations

We are now prepared to study rough differential equations
dy = f(Y)dX, (6.0.1)

which are the key motivation for this lecture. Solutions to such an equation will be
controlled rough paths (Y,Y”) (w.r.t. X, where X = (X,X)). We need to ensure
that with (Y,Y”) also f(Y) is controlled w.r.t. X, i.e. in particular we need to find
a Gubinelli derivative of f(Y). This is possible since the spaces of controlled rough
path are stable under composition with sufficiently regular maps. We investigate
this in more detail in the next section.

6.1 Composition of regular functions and controlled
rough paths

Let X € C%(I,V), where again I = [0,T], and let (Y,Y’) € D3 (I, W) as well as
0 : W — W with ¢ € CZ(W,W). For a moment, think of Y as a classical derivative
of Y. Then one expects to find (p(Y)) as

p(Y); = Dp(Y1)Y{
(note Dip(y) € L(W, W) for all y € W and hence Dp(Y;)Y/, € L(V,W)).
Lemma 6.1.1. In the situation above, one has (p(Y),p(Y)") € D3I, W).

Proof. ¢ € CZ(W,W) and (Y,Y’) € D3(I,W) implies o(Y) € C*(I,W) and
e(Y) e C*(I,L(V,W)) (recall p(Y); := Dp(Y;)Y/). It remains to prove

RPY) ¢ C2o(1, W),

where y
R = (V) — oY)\ X = (Y )50 — Dp(Ya)Y! X,

This is true, since
RE) = o(Y)a = Dop(Ya) Ve + Dpl(Yo) Ve = YiXod] (6.1.1)

and (s,t) = ©(Y)s — Dp(Ys)Ys, as well as (s,t) — Ys; — Y{Xs, belong to
C2%(I,W) (by Taylor formula) and C3%(I,W), respectively, while s — Dp(Y)
is continuous. 0

A more refined result which will be very important for the construction of solu-
tions to rough differential equations is the following.
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6 Rough differential equations

Lemma 6.1.2. (i) Letp € CZ(W,W), (Y,Y') € DX (I,W) for some X € C*(1,V),
a € (3,3] and let M > 1 such that

Yol + 1Y, Y[ x 20 < M. (6.1.2)
Then (p(Y), p(Y)') € D3(I,W), and there is a constant C = C(T,«) such
that

2
oY), () llx 20 < COL+D gl (141X 1) (V2 1Y V' x.20), (61.3)

where p(Y)' is again defined as ¢(Y); := Do(Y:)Y/. Moreover, C is locally
bounded in T

(it) If in addition X € C* and (Y,Y') € D3 such that (Y,Y') also satisfies
(6.1.2), then
oY), 0(Y)50(Y), (V) Il x % 20 < Ot (IX =X ||a+[Yo—Yo | +[Yg Y| +[Y, YV, V|| x % 20)
(6.1.4)

where Cpr > 0 only depends on @, and M, on the latter in a multiplicative,
hence monotone, way.

Proof. We only proof (i), for (ii) see [1, Theorem 7.6]. Regarding (i), from Lemma
6.1.1 we already know (¢(Y),p(Y)) € D3 (I,W), so it remains to prove (6.1.3).
By definition of ||-, || x,2 and ¢(Y)’, we find

)
le(¥), (V) [|x.20 < 1D(Y)loo| 1Y lla + 1Yl I D20 (Y) oo 1Y
1
+ ID*elsolYIIE + [ID@lloo | R [[20

where we also used (6.1.1) and Taylor formula and we estimated ||¢(Y)’||o by the
sum in the first line of the RHS of the previous inequality. Clearly, this RHS is
further bounded from above by

elleg (Il + 1ol 1Y e+ 1Y 12 4+ 12 2

< Carllellez 1+ 11X 1) (1 + Y01 + 1Y, Y ||x.20) (Y5 + 1Y Y]] x.24)

where we used ||Y]lo < (1 + || X||a)(Yy| + 7)Y, Y"||x.2a), compare the proof of
Lemma 4.3.3. O

6.2 Solutions to RDEs

We now study the rough differential equation (RDE) (6.0.1). As before, let I =
[0,T], V and W be Banach spaces, X = (X, X) € €*(I, V) for some o € (%, 1], and
let £ € W. Let f e CZ(W, L(V,W)).

While V is the state space of our rough path X, W is the state space of the
equation, i.e. of its solutions. £ is a given initial datum (a point from the state
space W).
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6 Rough differential equations

Definition 6.2.1. A solution to (6.0.1) with initial datum & is a controlled rough
path (Y,Y’) € D3(I,W) such that

t
Vi—g+ [ fv)ax. wer, (6.2.1)

where fo Y,)dX f (f(Y)s, f(Y),)dX,, with f(Y) := Df(Y)Y’ as in the

prev10us section.

Remark 6.2.2. (i) Note that due to f € CZ(W,L(V,W)) and thanks to Lemma
6.1.1, the above rough integral is well defined (with regard to Lemma 6.1.1,
here we have W = L(V,W)).

(ii) If V=R, W = Rd X € Cl(Rl) and (Y,Y") a solution to (6.0.1), then by
Remark 4.5.6 fo Ys)dX, = fo Ys)dXs, where the latter is a Riemann—
Stieltjes integral and equals fo Y:)Xlds. In partzcular (6.2.1) does not de-
pend on Y’ or f(Y). Since in thzs case t — fo Y5)Xlds is differentiable,
s0 is Y, and consequently (Y,g) € D3 (I,R?) for all g € C*(I,R?) and each
such (Y, g) satisfies (6.2.1). This shows that in this situation the set of so-

lutions for a given initial datum is either empty or uncountable. Uniqueness
can only be achieved by postulating the choice of Y.

(#ii) Continuing the previous part, note that for any solutionY to (6.0.1), we have
(Y, f(Y)) € DR(L,W):

Yor— F(Vy)Xoa] = \ [ £ = F00 X < O Rl 4 Ol 5P,
(6.2.2)

where the inequality follows from the construction of the rough integral, see
Theorem 4.3.4. Since X € C3*(I1,V @ V), we see Rz’tf =Y — f(Y)Xss €
C3(I,W), and so (Y, f(Y)) € D3(I,W) as claimed. We will use this natural
Gubinelli derivative as a choice to formulate uniqueness results.

The next theorem on existence and uniqueness for rough differential equations is
our main goal for this chapter.

Theorem 6.2.3. [Local well-posedness of rough differential equation] Let I = [0,T),
EeW, feC¥3W,L(V,W)), X =(X,X) € €¥(I,V) for some a € (3,3].

Then there exists 0 < Ty < T and a unique solution (Y,Y') € DQO‘([O To], W) to
(6.0.1) on Iy := [0,To] (i-e. Definition 6.2.1 is satisfied with Iy instead of [0,T])
with Y’ = f(Y) and initial datum &. If f € C3, then we may take To =T .

Again, it should be stressed that Y’ = f(Y") is crucial for the uniqueness part of
the assertion. We make the following remark on the interval of existence:

Remark 6.2.4. Let £ and f be as in the previous theorem.
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6 Rough differential equations

(i) LetY be the solution on some interval Iy. Then'Y can either be extended to a
solution on the whole interval I or only on some mazximal interval [0,7) C I.
Here maximal means that Y cannot be extended to any interval [T, + €],
e>0.

(i) T depends in general on &, f and X. In fact, for fized & and f, the map
X = 7(X) is lower semicontinuous:

liminf 7(X,,) > 7(X)

n

whenever X,, — X in C%.

(i1i) For finite-dimensional V., W, one can show: If Y can only be extended to
a mazimal interval [0,7), then lim sup; », |V = 400, and T is also called
explosion time of the solution Y .

For later use, we first state and prove the following a priori bound for RDE-
solutions.

Proposition 6.2.5. [A priori bound for RDE-solutions] Let ¢ € W, f € CZ(W, L(V,W)),
X as in the previous theorem and let (Y,Y') € D3(I,W) be a solution to (6.0.1)
on I with initial condition &, and with Y' = f(Y). Then

Q=

1Y 1la < C [ (Ifllcz 11X a) v (f ez 1Xa) | (6.2.3)

where C' > 0 only depends on «.

Proof. By a scaling argument, we may assume ||f||c§ < 1. Let J = [s,t] C I, then
(denoting by ”<” that we suppress multiplicative constants depending only on f
and «)

IRY,| = |Yyr — f(Yi) X4l

t
< ‘ / FV)dXy — F(Ya) Xy — DF(Y) F(Ya)Kes| + [DF(Ye)F (Ve Ko

S (X ol IRT 20 + [IXllzallf () a) [t = 1** + 11X |2a]t — s[>

The second inequality above follows from Theorem 4.3.4.

While || - ||o denotes Holder-seminorms considered on the full interval I, we write
| - ||a;s to denote Holder-seminorms for maps on J and, moreover, for 0 < h < |1,
set || +[la;n = sup ey | s1<n || |la;7. With this notation the previous estimate yields

1R ll2asn S 11X 20 + (X asn IRT O |2asn + 11X 2asnl[ £ (V) |asn) 2. (6.2.4)
Now we relate RY and Rf(Y): Since
RIY) = f(Yi) - f(Y.) - D(Y)Y! X,y
= f(Ys) = f(Ys) = Df(Y:)Yss + Df(Ys)RY,,
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we get by Taylor formula

1
1R 2, < I D FlocllYIIEin + IDF ool B [l2asn S ¥ 155 + 1R [[2asn-

Since also ||f(Y)|lash S ||Y||ash, there is ¢1 > 0 only depending on « and f such
that, by (6.2.4),

HRY||2a;h < Cl||X||2a+cl||X‘|a;hha||y||i;h+cl‘|X||a;hha||RY|‘Qa;h+cl|‘x|‘2a;hha||y|

ash-
(6.2.5)
We now restrict to sufficiently small h > 0, more precisely let h such that
@ 1 % « 1
allX[lah® < 5, alX[I50" < 3, (6.2.6)

and note that of course this choice of A only depends on X, f and a. Then the
previous inequality can be further estimated as

1 1 1 1
1R 2asn < eal[Xl2a + SV 50 + SR llaasn + 51X 130n ¥ e,
which implies, using Young inequality for the second estimate below,
1
1B [2asn < 2e1][Xllza + Y1120 X300 1Y Nlash < c2l|Xl |20 +21Y 12,0, (6.2.7)

where ¢ 1= 2¢; + 1. But from Y, = f(Y5)Xs: — th and boundedness of f we
also get

1Y lain S 11X o + [1BY [l2a5nh%,
whereby together with (6.2.6) we get

1Y lasn < e3l|X]la + 3] |X[2ah® + c3] Y| [3,5°

< esl1X o + eall Xl + esl[Y]12h"
for some c3, ¢y > 0. Multiplying the previous inequality with c3h® and setting
Vn = csl|Ylanh®,  An = cs|[X][[ah?,

with c5 := 3 + c3cq, we have for all h > 0 as above

Yn < An + V3. (6.2.8)

For h sufficiently small (depending on Y') such that ¥y, < %, we have ¥, < A\, + %"
and hence 9, < 2\, i.e.
Y asn < colIX][]a-

For reasons to be seen below let us even take h sufficiently small such that 1, < %.
In fact (and importantly) the previous inequality holds for all h sufficiently small
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without dependence on Y: Let hg such that Ap, < % (note A is independent from

Y). Then, by (6.2.8), for each h < hg one of the following regimes holds:

1 /1 1 1 /1
’(ﬁh>’(/J+Z:§+ E_Ah(>§’)7 ’Q/Jhgl/),Z:§— Z—Ah (\Oash—>0)

(6.2.9)

We want to show that the second regime holds for all h < hg. We know that for

h < hg sufficiently small depending on Y, we have 1, < 2\, LN 0, so for h — 0
we are in the second regime. Since 9, < % in the second and vy, > % in the first
regime, respectively, we only need to rule out that the increasing function h +— iy,
has a jump of relative size more than 3. But v, < 3limg ~p, 14, since

[V llasn < 3[¥ oz < 3 Tim {1¥ oz

(similarly limg~ 1y < 3¢). Hence we never jump from the second into the first
regime, whereby we conclude that the second regime holds for all h < hg. By
elementary considerations the definitions of ¥_ and A, entail the existence of a
constant cg > 0 such that ¥y < cgAp, for all h < hg, and so

Yoz < col[IX[las VA < ho.

1

Noting that hg < ¢7]||X]||a @, hence the following lemma yields

l1-—a 1
Y le < ol [IXI[[a (1 V 2e7|[[ X[ ) < es([[ X[l V 1X]]]&), (6.2.10)

where cg > 0 only depends on «. As said above, for general f the claim follows by
a scaling argument. O

At the end of the previous proof, we used the following lemma:

Lemma 6.2.6. Let a € (0,1], h > 0, M > 0 and consider Z : I — V such that

||Z| azh < M.
Then
HZ”a;I < M(l \V2 Qh*(lfa)).
Proof. A short exercise, or see Exercise 4.5. in [1]. -

Remark 6.2.7. Often one is interested in more general equations with a time-dependent
vector field f and an additional (time-dependent) nonlinear drift, i.e.

dY; = g;(Yy)dt + f,(Yi)dXs, (6.2.11)

where f: I X W 2 (t,w) — fe(w) € L(V,W) and g : [ x W 3 (t,w) — gi(w) € W.
One may recast this equation in the form (6.0.1) by considering

dy = f(V)dX,
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6 Rough differential equations

where Yy = (Yy,t) € W x I, X = (X, X) with
Xt = (Xt7t)7

X takes values in (V x I)@(V x I) with components X, f: X rdr, f:(r —s)dX, and
f:(r — s)dr (all defined as Riemann-Stieltjes integrals), and f € L(I x W; L(I x

V,I x W)) given by its components
Pt w) = gt w),  fR2(tw) = 0= f2(t,w), F22(t,w) = f(t,w).

One may then apply Theorem 6.2.3 (and, more generally, the machinery of RDEs).
However, this leads to non-optimal assumptions for and bounds of solutions (for in-
stance, clearly one will not want to assume g € Cg’). A more sophisticated approach
for (6.2.11) is more instance developed in [2].

Proof of Theorem 6.2.3. We consider the case f € C} and construct a unique
global solution. At the end of the proof, we point out what may go wrong if f is
not bounded (leading to a local solution with blowup).

Without loss of generality, let T' = 1. Let % < B < af %) Of course X €

€%(I,V). By Lemma 6.1.2, for any (Y,Y’) € D%?(I, W) we have
(5,5) = (F(Y), £(Y)) = (f(¥). DF(Y)Y') € DY (L, L(V.W)).

For any 0 < T < 1, consider the map My : @%?([O,T],W) — D??([O,‘.T},L(V, W),
defined by

My : (V,Y) s (5+/ ESdXS,E).
0
Clearly, a fixed point of My is a solution to (6.0.1) in D3 ([0,T], W) on [0, 7] with

initial datum £. Since X € €%, it turns out that this solution even belongs to
D22(I,W). Indeed, by the construction of the rough integral,

S Xt + 1Y oo Xt + [t — 51,

t
Yadl = \ / F(¥,)dX,

and similarly one shows RY € C2% By definition, (Yp,Yy) = (&, f(£)) implies
Mg (Y,Y’) also equals (&, f(£)) at 0, and hence Mg can be considered on the space
of controlled rough paths started at (£, f(£)), i.e.

DY (LW:) = {(Y.Y) € DY (0.7, W) : Yo = £, Y7 = [(€)}.
As an affine subspace of the Banach space ’D%?(I ,W), this space is a complete

metric space under the induced metric. The same is true for its subset defined as
the closed unit ball By centered at the element

[t (& + f(E)Xou, F(£))] € DE((0,T), W;€)
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(it is tempting to use as a center [t — (&, f(£))] instead, but it is a short exercise
that this element in general does not belong to @?f([, W;¢€)). Put differently, By
consists of those controlled rough paths such that Yy = &, Yy = f(§) and

[Yo—&[+|Yo = FIH(Y:=(§+1()Xo,.), Y= F())lx .26 = [[(Y-=F(§) Xo,.. Y= F())l|x,26 < 1.
(6.2.12)

By triangle inequality and since ||(f(£)Xo,., f(£))llx.25 = [If(€)lls + |[0]]2 = 0, it
follows that

(Y = f(©)Xo,., Y = £(E))l|x 28 = IV, Y|

and consequently

X,285

By = {(V¥") € DR(0.7, W) ¥o = €Y = FO). ¥, V'llx2s <1} (6:2.13)

Also note the trivial further bound
Y5l + 1Y, Y)x28 < | floo + 1= M, (6.2.14)

where we used the boundedness of f. Now our goal is to show that a) for T > 0
sufficiently small, Mg (By) C By, i.e. My leaves By invariant, and b) that for such
(or a suitably smaller) T, My is a contraction on By. With a)+b), we then apply
Banach’s fixed point theorem to the complete metric space By to obtain a unique
fixed point of Mg. Constants appearing below depend on «, 3, X, but not on 7.
Dependence on f will be indicated.

a) Invariance: From Lemma 6.1.2 and Theorem 4.3.4, we have

12, EIx.28 < CM + D)|Ifllcz (V5] + 1Y, Y |Ix 25) (6.2.15)

and
‘ ’ / i—lSdXS’ \_.‘ ’
0 X,Qﬁ

<|IElls +1E lloolIXl25 + CUIX I BZl25 + [IXl26]="l]6)
<Ells + C(E| + 112, 2|l x,28)T* 7, (6.2.16)

where for the final inequality we used || X||s+|/X||25 < T P|| X || +T2* 2P| |X[|20 <
CT*=8, where C depends only on X. For (Y,Y’) € By, since ||Z]|s < ez (1Y 1]
and |Z(| = |Df(Yo)Yy| < ||f]|21, we find, using (6.2.15) and the previous chain of
inequalities,

2
cp

M (¥, Y | x 28 = H / :dx:H
0 X,28

< Ells + CUEH + 115, E'l|x.26)T 7
<fllogllY lls + C 1118 + OO + DI fllez (Y] + 1Y, Y ||x.26)) 77

<l T+ oM+ 1)(IIf11E; + 11 fllep M)T7,

48



6 Rough differential equations

where C' = C(a, 8,X) > 0 changes from line to line, and we used the definition of
M above. We also used

Vol < 1Y |oo [ Xt HIRY 261t 5% < (Y5 | HIY )1 X [alt—s|*+]| BY [[25]t—s[**,
(6.2.17)

which yields
1Y 50,97 < C5T77,

since [|RY |l2g < ||Y,Y7||x.25 < 1, [Yg| +[[Y[|p < M and [t — s[*P~F < T7 < 700
(the latter since 28 > o and T < 1). Hence
1M (YY) x,28 = [|M (Y, Y[ x 2800, < C5T*7, (6.2.18)

with Cy > 0 independent from 7. Thus we can choose T € (0,1) sufficiently small
such that
Mg (Y, Y| x28 < 1.

But by (6.2.13) this means
Mg (By) C Bs.

b) Contraction: For (Y,Y"),(Y,Y’) € By with T € (0,1) as chosen at the end of
step (a), we aim to show

IMg(YV,Y") = Ma(Y,Y")||x28 < CIY =Y, Y = V|[x 26T ", (6.2.19)

for a constant Cy > 0 not depending on T, (Y,Y”) and (}7, Y"’). Then we can shrink
T further such that

CpToP < 1 (6.2.20)

and it follows that for such T, Mg is a contraction on By. So, let us prove (6.2.19).
Let us use the notation

hs = f(Ys) — f(Ya),

then we have

Mg (Y, Y") = Mo (Y, Y| x28 = H/ hsts7h.H
0 X,28

< |Ihlls + C(Iho| + [1(h, 1)l x,26) T

<Cllfllez|lY =Yl + Cll(h, )| x,26T* 7.
(6.2.21)

Here the first inequality follows as in (6.2.16) and the second follows from hj =
Df(Yy)Yy—Df(Yy)Yy = 0. Now consider (6.2.17) with Y replaced by Y —Y to get

Y=Y lg < [V =Y/l X[|aTo P+ RY =RY ||57° 7% < Cl|Y =, ¥'=V"||x,257* 7.
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(6.2.22)

Next, write hy = G5(Ys — Y,), where G, := g(Ys,ffs)7 where

o(z,y) ::/0 Df(te + (1 — t)y)dt

is defined on W x W with values in L(W,L(V,W)) and belongs to C?, with
llgllcz < Ifllcz. By Lemma 6.1.1, this regularity of g yields that G is again a
B-Holder continuous controlled rough path (w.r.t. X) with Gubinelli derivative
G' = (D.g9)Y'+ (Dyg)f”, where D,g and Dy,g denote the first derivative of g w.r.t.
its first and second variable, respectively. It is in fact straightforward to show

1G, G'llx28 < Cllfllcg, (6.2.23)

uniformly over (Y,Y”), (}7,37’) € By and T < 1. To continue, note that D?g is
an algebra in the sense that (GH,(GH)') € D?([O,‘T},L(V, W)) with (GH)' :=
G'H + GH' and it is straightforward to check

|GH, (GH)'||x,26 < C(|Gol +|Go| + |G, G"||x,25) (| Hol| + | Hg| + || H, H'[| x 25)
(6.2.24)

Choosing H =Y — }N/Nyields Hy=Yy—Y, = &—¢ =0, and similarly H) = 0. Hence
for each (Y,Y”),(Y,Y) € By:

17, B || x .28 < Cr(llglloo + llgllor (Y51 + V5D + 1 Fllep) 1Y =Y, Y = Y| x 25
SChlY =YY" —Y'||x 28

where we used (6.2.23) and ||H, H'||x 25 < Cy||Y — Y,Y' —Y'||x s for the first,
and [[gllcy < IIfllcp and Y] = V3] = | F(€)] < | floe for the second inequality.
Thus, returning to (6.2.21), we arrive at

M (Y, Y") = M (Y, Y[ x 26 < Crl[Y =V, Y = V'||x25T7,

i.e. we have proven (6.2.19) and obtain the contraction property of Mg on By for
sufficiently small T > 0 as described at the beginning of part (b).

Conclusion: For sufficiently small T € (0,1), Mg is a contraction on the com-
plete metric space By. Thus, there is a unique fixed point (Y,Y’) € Bsg, i.e.
M5 ((Y,Y’)) = (Y,Y’). By definition of My, it follows that (Y,Y”) is the unique
solution to the rough differential equation (6.0.1) in the sense of Definition 6.2.1 on
[0,7] with initial datum &.

Finally, let us observe that this solution can be extended to [0,1] thanks to the
additional assumption f € C. To this end, consider the end point of the solution
as a new initial condition &, i.e. & = Y (7). We may repeat the above proof for
this initial condition and find a unique solution (Y1, Y") on an interval [T, T;] for
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some T; € (T,T + 1). It is straightforward that the concatenated path (Y,Y”),
defined by R R
Y=Y on[0,7], Y=Y"'on[T,T]

(and similarly for Y”) is a solution to (6.0.1) on [0,T;] with initial datum &. Hence
it only remains to argue that the number T in the previous proof can be chosen
uniformly in the initial datum £ € W, since then we can take T; = T, and iteratively
define a concatenated solution on [0,nT] for all n € N (this in particular shows that
there is no difference in contructing solutions on [0, 1] or any [0, 7], T" > 1). Indeed,
T chosen in (a) and (b) above only depends on |[f||cs (see (6.2.18) and (6.2.20)).
On the other hand, if f was not bounded, then the constant M from (6.2.14) would
depend on &, thus T will in general depend on & as well. In this case, it cannot
be ruled out that the iterative construction indicated above yields time intervals
[T;, Tit1] with lim; T; < 1. In this case, we cannot extend the solution to [0,1]. O

Continuity of the It6-Lyons map. Our next goal is to investigate regularity of the
solution map X — Y = Y (X) to a rough differential equation. More precisely,
assume we are given f € C and fix an initial datum & € W. Theorem 6.2.3 implies
the existence of a unique solution ¥ = Y (X) of (6.0.1) with initial condition £ for
each X € C*(I,V) on any I = [0,T] (more precisely, as seen above, the solution is a
pair (Y,Y”) and uniqueness holds only under the additional condition Y’ = f(Y)).
Since

S NI, V) = CHI,W), S:X—Y(X)

is a map between metric spaces, it is a natural question whether S is continuous,
and this is the content of the following result.

Remark 6.2.8. (i) S s often called Tt6-Lyons map (compare the introduction,
where S was already mentioned).

(ii) Of course we can also consider S(X) := (Y, f(Y))(X), i.e. S then is not path-,
but controlled rough path-valued. It should be recalled that for X = (X, X),X =
(X,X) with X # X, S(X) and S(X) live in different Banach spaces, i.e. D3
and D%—? ,and hence not in a common metric space. However, in (4.4.1) we

introduced the suitable "distance” (not a metric in the usual sense) |-, -|| x % 20-
We are going to use this distance to obtain a more general estimate in Theorem
6.2.9 below.

Theorem 6.2.9. [Local Lipschitz continuity of Ito-Lyons map] Let f € C3 as above,
a € (3,3], X, X € C¥L,V), and (Y, f(Y)), (Y, f(Y)) the respective ungiue RDE-
solutions on I = [0,T] with initial data §,€. Let |||X|||a, || X]|||a < M < co. Then

1Y, FO); (Y, F(Y))x 520 < C(I€ = €] + pa(X, X)), (6.2.25)
and also
Y = Y|la < O(I€ = €] + pa(X, X)), (6.2.26)

where C = C(a, f,T,M) > 0 depends on M in a monotone way.
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Thus, in particular the Ité-Lyons map S (for a given initial datum £) is locally
Lipschitz continuous from (€%, p,) to (C?, ||-||«). For X = X, (6.2.26) gives (global)
Lipschitz continuity of solutions to a single RDE with respect to the initial datum.

As we shall see below, the proof only relies on the a priori bound from Proposition
6.2.5 and the usual estimates for rough integrals from Chapter 4.

Proof. We write (Z,Z') = (f(Y), f(Y)') and similarly for (Z,Z'); also set

2.2y = (¢+ [ r0ax., 1)
and similarly for (Z,Z'). By (4.4.2) and since Y = Z,Y’ = f(Y) (similarly for ¥
and Y') we have
||KY/5Y7YI||X,X',20¢ = ||Z7 Z,;Z7 Z/HX,X',Za
< Co(pa(X.X) + [Df()f() = Df(E)S
< C1(pa(X,K) + € — & + TO||E, 25,2
where

Co = max (|| X]la; [|IX[lla,| D) F(E)] + 12, Z'l|x 20,
IDFESEO]++IZ =I5 20)

and C1 = Cpmax (|[|X]]a, [|[X[[|as 1+ |2, Z']|x,2a, 1 + |2, Z/||| 5 24) for a suitable
constant Cy > 0 only depending on || f[|cz. Lemma 6.1.2 (ii) yields

12,2 2,2 | x %20 < C2(pa(X,X) + 216 = &[+ (Y, F(Y); YV, (V)| x % ,20)
where
Cy := Cramax (14 ||V, Y| x 20, 1 + Y, Y'[| 5 24)-

Consequently, for C5 := 2T'*C5, we have

Y, Y/§377Y/||X,X,2a <O (C3 + 1)(Pa(X7X) + &= ¢+ Ty, f(Y);va(Y)HX,X,Za)'

Note that at this stage C; and C3 depend on Y and Y. But Lemma 6.1.2 (i) gives
12, E llx,20 < O(T,a, )2+ 1Y, Y[ x,20) 1 fllcz (1 + [1X[[a) (X + 1Y, Y||x 20)

and similarly for (£,Z'). Therefore, we are now going to show that ||Y,Y”||x 24
and ||Y,Y’||x 5, are bounded by a constant only depending on a, f,T and || X]||4
and |[|X]|||o (on the latter two quantities in a monotone way), at least for T > 0
sufficiently small. Then it follows from the above that

V.Y Y, Y llx 500 < Clon £, T 11X llas 11X lla) (pa (X, X)HE=E[+TY, f(Y): Y, F(Y

(Y)||X,X,2a)7

and by possibly shrinking 7" further to a value Tj such that TS¢C(a, f, To, ||| X][|a, |[1X]||o) <

1, we conclude (6.2.25) on [0,7p]. For T > Ty, one iterates the above procedure
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finitely many times to obtain (6.2.25) on [0,7] (note that all constants are inde-
pendent from the initial data &, £). We now focus on (Y,Y”), the proof for (Y,Y”)
is similar. Below, constants may change from line to line, but we indicate their
dependence on absolute parameters. Recall ||Y,Y"||x 24 = ||Y'||a + || RY ||24- Since
Y' = f(Y), by the apriori bound from Proposition 6.2.5, we have

Y [la < Crl[Yla < C(f, o |[[X[]]a) < 0.
Furthermore

t
R, = Yuy— V!X, = / FV)AX, — F(Y2)Xor,

thus the standard estimates for rough integrals yield

Ry < IFOY) X

+ C(IXallR Y laa + [IXll2al lF (V) [la) It = s,
where C' > 0 only depends on «. Since f(Y) = Df(Y)f(Y), we have
F¥)la < CrllY[la < Cf, 0 11X ]]a)-

Finally, we note
RS oo < Cr(IY 12 + 1B ||2a, )

(we observed this estimate in the proof of Proposition 6.2.5), so we find
1R |l20 < C(f, 00 [[[X][la) (1 + (C(f, e [I1X[[a) + [1RY |20 + 1)T)
<CO(f. o T [[1X][a) [1+ C(f, 0 T [[[X][a) + IR [l2aT°].

Shrinking 7' > 0 such that C(f, o, T, |||X|[|a)T* < %, we get
IR [Joa < 20(f, 0, T, [[|X[[|a) (1 + C(f, o, T, [|IX]|a)),

and so
1Y, Y| x 20 < C(f, 0, T, [||X]|]a)-

It is obvious that all dependencies of the above constants on |||X]||, and |||X]||« are
monotone. As explained above, this concludes the proof. Finally, (6.2.26) follows
from (6.2.25) similarly as (4.4.3) follows from (4.4.2).

O

6.3 RDEs and SDEs

We saw in Chapter 3 that a.c. path of a standard R%valued Brownian motion
B = (By)i>0 on a stochastic basis (Q, F, (F1)i>0, P) lifts to a rough path, either in
Ito- or Stratonovich-sense, i.e.

B! = (B,B!), B®=(B,B%) ee*(I,R%
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pathwise for any a € ( 19’17 1] and I = [0, T, where the two-parameter R? @ R?-valued
stochastic processes B! and B are defined as the following It6- and Stratonovich-
integrals, respectively:

t t
B, = / B,,®dB,, B, = / B, ® odB,..

Here we focus on the Ito-case, the Stratonovich-case can be treated similarly.
Standard theory of stochastic differential equations (SDEs) asserts that if f €
Cy(R™, L(R?, R™)) is Lipschitz continuous and ¢ € R™, then the It6-SDE

dX; = f(X,)dB;, Xo=¢ (6.3.1)

has a unique probabilistically strong solution X = X (&), X = (X¢)ter, on any
I =[0,7]. On the other hand, for a.e. w € Q, thanks to Chapter 6, we can also
study the RDE on R™

dYy = f(Yo)dB' (w)e, Yo =€, (6.3.2)

at least if we assume f € C3(R?, L(R?, R™)). Here w € § is arbitrary, but fixed, i.e.
we consider the deterministic rough path Bf(w), and the solution Y =Y (B (w)) =
S(B!(w)). Now we investigate the natural question whether

S(B'(w)) = X (w)
a.s. The answer is positive:

Theorem 6.3.1. Let f € C3(R™, L(R™,R™)) and £ € R™. ThenY = (Yi(w))ter,wea,
where Y (w) = S(BY(w)) is the unique RDE-solution to (6.3.2) for a.e. w € Q, is
the unique probabilistically strong solution to (6.3.1).

Remark 6.3.2. In particular, the unique strong solution X to (6.3.1) factorizes as
w i X(w) = S o U(B(w)),

where W(B(w)) = B!(w) is the measurable It6-rough path lift of Brownian paths,
and S is the continuous solution map of the RDE (6.3.2) (the continuity holds due
to Theorem 6.2.9). In particular, this shows that the dependence of X wia B is
pathwise - which is not at all clear on the level of the SDE. Note that indeed the
map ¥ maps B(w) to (B(w),B!(w)), since by Ité’s product rule, B! (w) depends only
on B(w) (and not on the whole process B).

Remark 6.3.3. Since the zero set of those w for which (6.3.2) does not have a unique
RDE-solution only depends on B, but not on &, it follows immediately from the
previous theorem that there is a zero set N independent from & € R? such that
a unique strong solution X (£) to (6.3.1) is defined pathwise in w € N°¢ for all
intial data & € R™. Hence, in particular (§,w,t) — Xi(§,w) is well-defined as a
flow. This is in contrast to standard SDE-theory, where the construction of a flow
usually requires additional considerations. However, the price to pay here is the
C3-reqularity of f, which is of course much stronger than in the standard theory.
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Proof of Theorem 6.3.1. We only need to show that ¥ = (Y (w))weq as in the as-
sertion is a (weak) solution to (6.3.1) which is adapted to the Brownian filtration
(FB)<r, FB := 0(By,,0 < u < r). By Proposition 5.1.1, it suffices to show that

r

(Y (w), f(Y(w))), where Y (w) = S(Bf(w)) is (F;)-adapted. But this follows since
Y = S0 W(B)

as mentioned in Remark 6.3.2, and ¥ : B(w)jp,q — (B(w),B!(w)))j0,4 is clearly
FB /B (C([0,t],R?))-measurable for each t € I, and since S : B (w) — Y (w) is con-
tinuous between €*([0,¢], R?) and C(]0,t],R™). Thus the required measurability
holds and Proposition 5.1.1 applies. O

The proof for the Stratonovich-case is similar.

A simple proof of the classical Wong-Zakai approximation-result. A classical re-
sult, see for instance [4, p.392], states: If B is a Brownian motion and B" piecewise
linear pathwise approximations of B, then for sufficiently regular vector fields f,
the solutions X™ to the random ODE

dXy = f(X]")dB}
converge to the solution of the Stratonovich SDE
dXt = f(Xt) o dBt

This and related results are usually called Wonk-Zakai approximations. With the
theory from above, we can give a simple proof of this result: We only need

B" = (B",/B” 0dB") “==; BY (6.3.3)

in (€%, p,). Indeed, then, since for f € C3 X" coincides pathwise with the RDE-
solution Y"(w) of
ay® = f(¥{*)dBy (w)

and X, by Theorem 6.3.1, pathwise coincides with the RDE-solution Y (w) of
dY, = f(Y)dBy (w),

pathwise a.s. convergence X" — X follows from Theorem 6.2.9. But (6.3.3) was
shown in Proposition 3.2.4.
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